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Abstract

Intestinal motility assessment with video capsule endoscopy arises as a novel and
challenging clinical fieldwork. This technique is based on the analysis of the patterns
of intestinal contractions obtained by labelling all the motility events present in a
video provided by a capsule with a wireless micro-camera, which is ingested by the
patient. However, the visual analysis of these video sequences presents several im-
portant drawbacks, mainly related to both the large amount of time needed for the
visualization process, and the low prevalence of intestinal contractions in video.

In this work we propose a machine learning system to automatically detect the
intestinal contractions in video capsule endoscopy, driving a very useful but not fea-
sible clinical routine into a feasible clinical procedure. Our proposal is divided into
two different parts: The first part tackles the problem of the automatic detection
of phasic contractions in capsule endoscopy videos. Phasic contractions are dynamic
events spanning about 4-5 seconds, which show visual patterns with a high variability.
Our proposal is based on a sequential design which involves the analysis of textural,
color and blob features with powerful classifiers such as SVM. This approach appears
to cope with two basic aims: the reduction of the imbalance rate of the data set,
and the modular construction of the system, which adds the capability of including
domain knowledge as new stages in the cascade. The second part of the current work
tackles the problem of the automatic detection of tonic contractions. Tonic contrac-
tions manifest in capsule endoscopy as a sustained pattern of the folds and wrinkles
of the intestine, which may be prolonged for an undetermined span of time. Our
proposal is based on the analysis of the wrinkle patterns, presenting a comparative
study of diverse features and classification methods, and providing a set of appro-
priate descriptors for their characterization. We provide a detailed analysis of the
performance achieved by our system both in a qualitative and a quantitative way.
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Chapter 1

Introduction

The analysis of intestinal motility activity is one of the main sources of information
which gastroenterologists have in order to assess the presence of certain intestinal dis-
functions. Currently, this motility assessment is mainly performed by means of highly
invasive techniques, such as intestinal manometry, which carry multiple drawbacks,
including the need of hospitalization, the introduction of a probe into the patients
intestinal tract, the presence of qualified staff during the clinical intervention, etc.

Recently, a novel technique named Capsule Endoscopy has proved its efficiency
as an alternative endoscopic technique. With capsule endoscopy, a pill with a micro-
camera attached to it is swallowed by the patient. During several hours, the capsule
emits a radio signal which is recorded into an external device, storing a video movie
of the trip of the capsule throughout the gut. The application of this technique to
intestinal motility assessment allows the specialist to overcome most of the difficulties
associated to classical clinical procedures. However, capsule endoscopy carries a main
drawback: the visualization analysis of the video frames is a tedious and difficult task,
which deserves specifically trained staff, and which may last for more than one hour
for each study. Thus, although the information provided by capsule endoscopy is
unique and there is no other current technique which improves the reach and quality
of the capsule images, the consequent procedure of analysis of the video material
makes this clinical routine not feasible.

1.1 Providing a novel and feasible clinical routine
by means of machine learning

In this scenario, the need of an alternative procedure for the obtention of the tempo-
ral pattern of intestinal contractions in video capsule endoscopy is mandatory. This
urgent need boosted the collaboration between a group of gastroenterologists from
Vall D’Hebron Hospital, Barcelona, and our group in the Computer Vision Center at
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2 INTRODUCTION

the Universitat Autònoma de Barcelona, so as to evaluate the possibility of starting
a new research line in this fieldwork. From that moment on, our efforts were focused
on the development of a machine learning based system for the automatic detection
of intestinal contractions in video capsule endoscopy. Our goal is to automatically
provide the physicians with the temporal pattern of intestinal contractions for each
study, i.e., to label the video frames which the system proposes as candidates for in-
testinal contractions in an automatic way without any expert interaction. The main
exigence we demand from our system is to be able to catch the greater number of
existing contractions (high sensitivity) minimizing at the same time the number of
frames wrongly labelled as contractions (high specificity and precision). It is impor-
tant to underline that the relevance of our outcome is based on the following fact: we
are making it possible to turn a highly useful but not feasible clinical routine into a
feasible clinical routine, allowing the experts to take profit of all the powerful source
of motility information existing in video capsule endoscopy.

1.2 Main contributions of our work

The work presented in this thesis is the result of gathering a set of points of view,
focusing on the main aim of providing the experts with a robust solution to the chal-
lenging problem of automatic detection of contractions. Figure 1.1 pictures a graphical
representation of the different approaches in which we developed our research:

Figure 1.1: Multidisciplinary framework for the automatic detection of intestinal
contractions in wireless capsule endoscopy videos
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Our contribution: A general review of the intestinal motility framework

A preliminary background about the physiological phenomena associated to intestinal
motility appears as an essential tool for understanding the multiple processes which
yield to the generation of the diverse patterns of contractions. The assimilation of
the basic foundations in which intestinal motility is sustained is an essential source of
information in order to identify the traits which distinguish contractions from other
general events. For this reason, our work is introduced by an extended study about
the medical framework on which our research was developed. We specifically focused
our attention on the physiological origin and nature of phasic and tonic intestinal
contractions, their duration, their frequency and their typology, in order to use this
domain knowledge for their further characterization.

Our contribution: An extended study of capsule endoscopy video imaging

This thesis presents a deep study of the capsule endoscopy imaging technology. Al-
though several works have been published for diverse applications of capsule en-
doscopy, our contribution represents the first approach in the specific fieldwork of
motility analysis, since, as far as we know, no previous work has been reported in this
issue. We focused our research on the characterization of the diverse events which
provide useful information regarding motility. Throughout our study, we propose
the use of multiple image descriptors for the intestinal motility events, taking into
account color information, textural features and blob analysis. We propose a first
definition of the visual paradigms of both phasic and tonic intestinal contractions in
video endoscopy, which is a completely new issue in the current literature.

Our contribution: Improving classification techniques for an imbalanced
problem

The prevalence of intestinal contractions in video is very low, showing a ratio about
1 : 50, which typically corresponds to less than 1,000 contractions within 50,000 video
frames. This represents an imbalanced problem for classification. Imbalanced prob-
lems are characterized by a large number of false positives. In our case of study, this
translates into a large number of non-contractions frames which are wrongly classified
as contractions at the output stage of the system. With the aim of reducing this false
positive rate, we focused our efforts on the research of classification techniques applied
to imbalanced problems. A comparative analysis of multiple classifiers, including sup-
port vectors machines, AdaBoost, decision trees and others, were tested by including
specific modifications for the optimization of the classification performance in this
specific scenario. We propose several contributions:

• We show that the sequential design of the classification system provides good
results in the reduction of the imbalance rate, yielding to an effective reduction
in the false positives number.
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• We introduce a novel method for improving the classification based on ROC
curve analysis, which we prove to provide a substantial reduction in video visu-
alization time.

• We present a detailed study and discussion of the effectiveness of the use of
different stratified sampling techniques applied to standard classifiers, such as
support vectors machines.

• Finally, we show our results in experiments which investigate different methods
for the training stage of adaboost.

Our contribution: Automatic annotation of intestinal contractions

Our proposal is based on a machine learning system which automatically learns and
classifies contractions from a capsule video source, providing the expert with the
portion of the video which is highly likely to contain the intestinal contractions. This
yields to a considerable reduction in visualization time, and the consequent reduction
of stress, since most of the sequences to be analyzed are real contractions. One of
the main advantages of our system is related to its ability to dynamically adapt itself
to the different patterns of intestinal activity associated with intestinal contractions
in a robust way. Furthermore, our implementation appears to be flexible and easily
extensible, since the modular design of our approach allows the expert to include
domain knowledge into the system by means of the addition of new modular stages.
We present our results split into two different parts in this thesis.

• In Part II, we present a machine learning based procedure for the automatic
detection of phasic intestinal contractions in capsule endoscopy videos. Our
main contributions consist of a proposal for a set of image descriptors for the
characterization of phasic intestinal contractions, and a proposal for a classi-
fication system based on a cascade of classifiers which identifies the diverse
motility events, and automatically provides the expert with the suggested set
of contractions.

• In Part III, we present a completely different machine learning approach for
the automatic detection of tonic contractions. Our main contribution in this
topic consists of a proposal for a set of image descriptors for the characteriza-
tion of tonic contractions, and a proposal for a classification system for tonic
contractions based on support vectors machines classifiers.

These two contributions provide the experts with the pattern of all the intestinal
events in video in an automatic way, with good performance results. This allows
the specialist to use capsule endoscopy as a helpful tool for the intestinal motility
assessment, driving a useful but not feasible clinical technique into a feasible clinical
technique.
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Our contribution: Validation techniques

Validation of performance results is not a straightforward task in this scenario. On
the one hand, time constraints force that only a small portion of the video frames
are labelled by the specialists -namely, the intestinal contractions-. It makes it not
possible to have access to an objective numerical performance analysis when other
kind of events related to intestinal motility are to be detected. In this sense, we imple-
mented and tested several graphical procedures to facilitate the qualitative analysis
of preliminary results by means of visual techniques.

On the other hand, in order to numerically assess the actual performance of our
system, we studied several performance metrics. In this sense, we propose the use of
our own false alarm rate (FAR) definition, and the sensitivity-FAR curves, as useful
tools for performance assessment which provide specific information about perfor-
mance in imbalanced problems.

Our contribution: Software tools

The ultimate step of our project consists of providing the experts with the appropri-
ate software tools which implement all the related advances. We present a general
description of the software applications we developed. These applications are cur-
rently being used in a successful way by the specialists, and they have shown their
performance as the basic source of data in recent publications. Some of these software
tools are currently being tested for their inclusion into the clinical protocols which
intestinal motility assessment involves.

1.3 How is this thesis organized?

The presentation of the contributions of this thesis is split in four parts: Throughout
the first part, which spans Chapters 2 and 3, we introduce the medical framework of
intestinal motility, we explain the technological issues related to capsule endoscopy
and present our definition of the paradigms of intestinal contractions in capsule en-
doscopy videos. The explanation of the detection methods for intestinal contractions,
and the performance results of our approach, are distributed into the following parts:
Part II, which spans Chapters 4, 5, 6 and 7, is devoted to the exposition of the
methodology and results about the automatic detection of phasic intestinal contrac-
tions, while Part III, which spans Chapters 8 and 9, is devoted to the analysis of the
methodology and results about the automatic detection of tonic intestinal contrac-
tions. Finally, Part IV closes this thesis with the general discussion of our work in
Chapter 10, and the exposition of the conclusions and highlighting of our proposals
for future lines of research in Chapter 11.
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Chapter 2

Medical framework

2.1 Introduction

Small intestine motility dysfunctions are shown to be related to certain gastrointesti-
nal disorders which can be manifest in a varied symptomatology [50]. The analysis
of the intestinal contractions of the small bowel, in terms of number, frequency and
distribution along the intestinal tract, represents one of the methods with the highest
clinical pathological significance [67], and has been successfully applied and reported
in recent studies [68]. Several techniques have been developed and tested in a wide
range of modalities to achieve this aim. Nevertheless, all of these techniques suffer
from important drawbacks: they are highly invasive, they usually generate patient
discomfort, they need hospitalization and specialized staff, etc. Wireless video capsule
endoscopy appears as a novel technique which has been recently applied in several
clinical scenarios related to gastroenterology [30, 70, 32]. Many of the drawbacks
mentioned above are no longer present in capsule endoscopy, which makes it very
interesting from a clinical point of view and highly useful for the specific objective of
intestinal motility assessment.

In order to understand how intestinal motility works in the human being, an intro-
duction to its main neurophysiological antecedents is needed. The aim of the following
sections goes in this direction, providing an overview of what intestinal motility is and
trying to solve questions about the origin of intestinal contractions from a physiolog-
ical perspective, as well as a brief description of the different techniques which have
been used by the scientific community for their detection. In the final section, we
present a technical overview of the wireless capsule endoscopy video analysis tech-
nique, which will be especially useful to understand the nature of the acquisition of
the video images that we used in our research.

9
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Figure 2.1: Main components of the enteric nervous system

2.2 Basic concepts about gastrointestinal motility

2.2.1 Physiological frame of gastrointestinal motility

The intrinsic nervous system

Muscle layers of the gut wall and their innervation are organized so as to provide
the motor functions along the intestinal tract. This motor functions generate mus-
cle contractions and motility that are integral parts of the digestive function. The
interaction of the gut with the central nervous system is performed through either
somatic or autonomic neurons [50]. Essentially, the digestive system is endowed with
its own, local nervous system referred to as the enteric or intrinsic nervous system.
This intrinsic nervous system, together with the somatic neurons belonging to the
central system, provide the electrical signals that excite the contraction of the mus-
cles surrounding the gut. The main components of the enteric nervous system consist
of two networks or plexuses of neurons, both of which are embedded in the wall of the
digestive tract and extended from the esophagus to the anus in the way represented
in Figure 2.1. These two plexuses of neurons show the following characteristics:

• The myenteric plexus is located between the longitudinal and circular layers
of muscle in the tunica muscularis and, appropriately, exerts control primarily
over digestive tract motility.

• The submucous plexus, as its name implies, is buried in the submucosa. Its main
role is sensing the environment within the lumen, so as to regulate gastrointesti-
nal blood flow and to control epithelial cell function. In regions where these
functions are minimal, such as the esophagus, the submucous plexus is sparse
and may actually be missing.

The neurophysiological scheme of the gut matches the following pattern: Sensory
neurons, mainly found in the submucous plexus, receive information from sensory
receptors in the mucosa and muscle. At least five different sensory receptors have
been identified in the mucosa, which respond to mechanical, thermal, osmotic and
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(a) (b)

Figure 2.2: (a) Colon histology. (b) Focus on myenteric plexus

chemical stimuli. Sensory receptors in muscle respond to stretch and tension. Col-
lectively, enteric sensory neurons compile a comprehensive battery of information on
gut contents and the state of the gastrointestinal wall. Motor neurons, mainly in the
myenteric plexus control gastrointestinal motility, secretion, and possibly absorption.
In performing these functions, motor neurons act directly on a large number of ef-
fector cells, including smooth muscle secretory cells and gastrointestinal endocrine
cells. Interneurons play the role of ”controllers”, thus being largely responsible for
integrating information from sensory neurons and for providing it to motor neurons.
The histology pictured in Figure 2.2 shows the distribution of the different layers and
neurons described so far for a human colon.

Although the enteric nervous system can and does function autonomously, normal
digestive function requires communication links between this intrinsic system and the
central nervous system. Moreover, the connection to the central nervous system also
implies that signals from outside of the digestive system can be relayed to the digestive
system: for instance, the sight of appealing food stimulates secretion in the stomach.

Intestinal contractions

As a result of this muscular stimulation, a contractile activity and tone are produced,
and intestinal contractions are generated. These intestinal contractions can be man-
ifest in two different ways depending on their duration:

1. Short contractions (phasic), or

2. Sustained contractions (tonic)

It is well known that both the type and the spatial frequency of intestinal con-
tractions depend on the region of the gastrointestinal tract where they are found
(stomach, small intestine or colon), and the temporal patterns they present are dif-
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ferent during fasting (before the ingestion of nutrients) and the postpandrial stage
(after the ingestion of nutrients):

• On the one hand, stomach and small bowel present a common cyclical motility
pattern during the fasting stage, known as the migrating motor complex (MMC),
which has been the object of intense study over several decades. The MMC
consists of three different phases: firstly, a period of motor steadiness; secondly,
a period of apparently random and irregular contractions, and finally a sequence
of regular phasic contractions, known as the activity front [50], reaching the
maximum frequency of contractions in this final stage. The MMC cleanses the
stomach and small intestine and so it has been termed as the gut ”housekeeper”
[42], taking about 100 minutes in average (50-180 minutes) for this aim. Phase
one lasts a 60% of the overall time, phase two lasts a 30%, and phase three is
sustained for the remaining 5 − 10 minutes. This pattern banishes if food is
ingested, being replaced in the stomach by antral regular contractions and by
irregular random contractions in the small bowel, sustaining this pattern during
2.5− 8 hours, depending on the size and type of food.

• On the other hand, the colon presents several forms of contractility, but the most
representative patterns can be gathered into two different types: a) high ampli-
tude wave propagated contractions, and b) irregular contractions. The former
act as a propelling wave moving the intestinal content from the ascending colon
to the transverse, descending and sigmoid colon and rectum; they accomplish
the displacement function. The latter act by moving the bolus back and forth
over short distances in a random way, providing a mixing function with the
different enzymes and letting the bolus come in contact with the epithelial cells
that absorb nutrients. Finally, several fluctuations in the muscular tone provide
the basic scenario for good accommodation and storage.

The frequency of appearance of phasic contractions is strictly related to a con-
sistent feature of gastrointestinal myoelectric activity consisting of an omnipresent,
highly regular, and recurring electrical pattern called the slow wave: contractions are
phase-locked to the slow wave frequency, i.e., they can only occur, although not in a
mandatory way, at the crest of the slow wave. In this manner, the maximal frequency
of contractile activity at a given site in the intestine is directly related to the slow
wave frequency in that region. Thus, in the stomach, where slow waves occur at a
frequency of three cycles per minute, the maximum frequency of phasic contractions
is also three cycles per minute. Similarly the duodenal slow wave frequency and
maximal frequency of phasic contractions are between 11 and 12 cycles per minute
-these frequencies decline along the intestine to 9 cycles per minute in the distal ileum
[67]-. A schematic view both of the contraction process for the propulsion functional
pattern or peristalsis and the mixing functional pattern is rendered in Figure 2.3.
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(a) (b)

Figure 2.3: (a) Peristalsis functional pattern. (b) Mixing functional pattern.

2.2.2 Several pathologies associated with motility dysfunctions

Both the number, type and temporal distribution of intestinal contractions along the
intestinal tract characterize motility patterns that are indicative of the presence of
different malfunctions [42].

Gastric motor dysfunctions are essentially related to the emptying process, and
gastroparesis, or delayed emptying, represents the most common clinical case. Its
symptoms involve postprandial fullness, bloating, distention, nausea, and vomiting.
Several postsurgical syndromes -such as the early dumping syndrome- affect acceler-
ation of the early phase of liquid emptying, including an impairment of the motor
response to feeding. It has been observed that gastroenterostomy may be associated
with a specific clinical syndrome -the Roux syndrome- whose patients develop severe
symptoms of postprandial abdominal pain, bloating, and nausea. Diabetic gastroen-
teropathy has been reported in diabetic patients showing a clinical frame of gastrop-
eresis, involving dysphagia, early satiety, postprandial distress, constipation, diarrhea,
and fecal incontinence. In these cases, fasting and postprandial antral hypomotility,
and various but less consistent abnormalities of the proximal small intestinal MMC
have been described. Nonulcer dyspepsia, idiopathic gastroparesis, and dysmotility are
accompanied by postprandial fullness, nausea, and bloating in association with de-
layed gastric emptying. Unexplained vomiting has also been reported to be related to
the rumination syndrome, that usually reflects a primary psychological disturbance.
In addition, accelerated gastric emptying has been described in association with the
Zollinger-Ellison syndrome and duodenal ulcer disease. Several gastrointestinal mo-
tor dysfunctions have been proved to be related to viral illnesses (cytomegalovirus
and herpes simplex virus gastritis, among others) associated with the development of
symptoms suggestive of gastric motor dysfunction and directly linked to disturbed
emptying. Finally, gastroparesis and related symptoms may be a prominent feature
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of any disorder associated with autonomic neuropathy and may also be a component
of both primary and secondary intestinal pseudoobstruction syndromes.

Small intestine motility disorders can be described in terms of ileus, pseudoob-
struction, bacterial overgrowth, and the irritable bowel syndrome, mainly. Ileus is a
consequence of surgery, in particular, of abdominal surgery, which presents a moder-
ate, diffuse abdominal discomfort, abdominal distension, nausea and vomiting, espe-
cially after meals, lack of bowel movement and/or flatulence. These symptoms can
be boosted when food administration fails to interrupt cyclic MMC activity, as in
the case of post-vagotomy, which may contribute to the pathogenesis of postvagotomy
diarrhea. Mechanical obstruction has been reported to produce patterns of nonprop-
agated prolonged contractions and nonpropagated clusters, as well as similar intense
bursts of phasic contractions or clusters, which become more intense following meal
administration. On the other hand intestinal pseudo-obstruction is a especially diffi-
cult and important clinical problem, whose patients present repeated episodes of nau-
sea, vomiting, abdominal pain, distention and, on clinical grounds, are often initially
suspected of having mechanical obstruction. As a result of stasis, bacterial coloniza-
tion may occur with the resultant development of diarrhea, steatorrhea, weight loss,
and nutritional problems. This syndrome may be the intestinal manifestation of a
systemic disorder or may reflect a primary disorder of the intestinal musculature or its
neural apparatus. Bacterial overgrowth syndromes are closely related to motility dys-
functions, since normal acid secretion and motility are the most important factors in
preventing overgrowth of bacteria in the bowel, being related to certain abnormalities
in the MMC. Functional dyspepsia is characterized by a constant pain in the stomach.
It may be caused by conditions such as stomach ulcers and it is often aggravated by
high acidity; it may also appear as a side-effect of drugs treating other illnesses such as
arthritis and schizophrenia. Small intestinal dysmotility, with or without associated
gastric dysmotility, has also been described in patients with functional dyspepsia.
Finally, several motor abnormalities in patients with irritable bowel syndrome have
been reported in the recent years. These have included abnormalities of the MMC,
duodenal clusters, prominent ileal high pressure waves, and a disturbed postprandial
motor response, as well as abnormal transit and impaired emptying.

2.2.3 Different ways of assessment of intestinal motility

Current techniques for assessment of small intestinal motility are multiple, comple-
mentary and specific for the area of the intestinal tract to be studied. Most of the
medical imaging modalities have been used for diagnosis support purposes, includ-
ing plain abdominal X-ray, computed tomography (CT), magnetic resonance imaging
(MRI), functional MRI (f-MRI) and photon emission computed tomography (PET).
The following enumeration holds some of the most extended techniques used so far.
A deeper survey on this issue can be found in the references [67, 68, 42]:

The stomach motility disfunction has been faced in different ways. Scintigraphic
studies with marker isotopes have resulted to be especially sensitive in demonstrating
gastroparesis. Ultrasonography has shown to be a helpful tool for the evaluation of
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antropyloric function. Magnetic resonance imaging, electrical impedance methods and
electrogastrography have been used in the evaluation of delayed gastric emptying. For
the small intestine dysfunction assessment, radiologic observation of the passage of
barium through the gut has been widely used as one of the main techniques, resulting
especially useful in the detection of anatomic abnormalities. Hydrogen breath tests,
detection of sulfasalazine in blood, and scintigraphic studies with marker isotopes have
also been successfully applied in the evaluation of the time transit throughout the gut.
Finally, small intestine manometry has shown to be highly useful for the analysis of
the different parameters of the MMC, for the assessment of the presence and nature of
the motor response to the meal, and for the detection of abnormal motility patterns.
Electromyography and intubation have been also applied in clinical cases at the time
of surgery.

All these techniques are currently in use, but the interpretation of their different
recordings is difficult, so they are usually applied complementary. In some cases these
techniques are highly invasive (radiation, fluor-markers, intubation, etc). In other
cases, such as conventional endoscopic techniques, they are limited by the length of
the visual sensors related to the length of the gut -typically 3.5-7.0 m.- and its com-
plex looped configurations [30]. Small intestinal manometry is, nevertheless, widely
accepted as the most reliable technique for intestinal motility assessment so far. Small
intestinal manometry consists of the measurement of the pressure in certain points
of the small intestine by means of multiple pressure sensors distributed along a thin
tube that is introduced through the esophagus, giving as a result a graph with the
contractile activity presented as variations in pressure detected by the sensors. Two
main drawbacks are associated with this technique: On the one hand, it is an invasive
test which carries discomfort problems for the patient, the presence of medical staff
is needed throughout the whole process and hospitalization is required. On the other
hand, its clinical value is limited to the examination of severe intestinal motor alter-
ations, and it shows a lack of sensitivity over certain types of intestinal contractions
that cannot be detected by means of this method.

In this scenario, wireless capsule endoscopy video analysis appears as a promising
technique that overcomes most of the drawbacks previously described. The next
section is devoted to the explanation of the technical framework of capsule endoscopy.

2.3 Wireless capsule endoscopy

Wireless Capsule Endoscopy (WCE) [45] is a novel imaging technique which allows
the visualization of the whole intestinal tract. The WCE procedure consists of the
ingestion of a capsule, with a complete visualization device attached to it, which
registers a video movie of its trip throughout the gut. This video is emitted by radio
frequency and recorded into an external device carried by the patient. Once the study
is finished, the final record can be easily downloaded into a PC with the appropriate
software for its posterior analysis by the physicians.

Recently, several works have tested the performance of capsule endoscopy in multi-
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ple clinical studies. Some of these clinical scenarios include intestinal polyposis and the
diagnosis of small bowel tumors, obscure digestive tract bleeding, Crohn’s disease and
small bowel transplant surveillance. Some authors have analyzed the validity of cap-
sule endoscopy for detection of small bowel polyps in hereditary polyposis syndromes,
concluding the clinical value of the methodology for the familial adenomatous polypo-
sis and that CE could be used as a first line surveillance procedure for Peutz-Jeghers
syndrome [72]. Following a different line of research, other studies have focused their
efforts on the evaluation of the clinical effectiveness of wireless capsule endoscopy in
the management of patients with obscure digestive tract bleeding [2, 24], concluding
that capsule endoscopy seems best suited for patients with obscure gastrointestinal
bleeding who have undergone inconclusive standard evaluations and in whom the dis-
tal small bowel (the portion beyond the reach of a push enteroscope) needs to be
visualized. In this direction, comparative studies have been published showing the
main advantages and drawbacks of CE in comparison with push enteroscopy, sonde
enteroscopy and intraoperative endoscopy in this kind of pathologies [5]. CE has also
demonstrated to be highly effective for diagnosing several pathologies associated with
Crohn’s disease which are frequently missed by conventional tests [33, 49]. Other
researchers have reported CE to be a helpful tool for post-transplant surveillance of
small intestine. CE displayed post-transplant changes in the villi that ranged from
blunted white villi seen at day 20 to normal villi observed at 6 months [26]. A more ex-
haustive review and summary about the current literature regarding wireless capsule
endoscopy can be found in the following bibliographic references [30, 70, 32].

2.3.1 Device description

WCE was first developed and introduced by Given Imaging Limited under the trade
mark of M2A Given Diagnostic Imaging System -M2A are the acronyms for ”mouth
to anus”-, being cleared for marketing for the first time through the U.S. govern-
ment on August 1, 2001 [17]. This technology is performed by means of three main
components: the capsule, the registration device and the proprietary data analysis
software.

The capsule is an ingestible device equipped with all the suitable technology for
image acquisition, including illumination lamps and radio frequency emission. Figure
2.4 shows a graphical scheme of the capsule together with the distribution of its
components in scale. It consists of an external envelope with a transparent dome
front sizing 11x30 mm (1), which contains a lens holder (2) with one lens (3), four
illuminating leds (4), a complementary metal oxide silicon (CMOS) image sensor (5),
a battery (6), an application-specific integrated circuit (ASIC) transmitter (7), and a
micro-antenna (8) [45] . The field of view of the lens spans 140-degree, very similar
to that of standard endoscopy. The illuminating lamps are low consume white-light
emitting diodes (LED). The video images are transmitted using UHF-band radio-
telemetry to aerials taped to the body which allow image capture, and the signal
strength is used to calculate the position of the capsule in the body. Synchronous
switching of the LEDs, the CMOS sensor and the ASIC transmitter minimize power
consumption, which lets the emission of high-quality images at a frame ratio of 2
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frames per second during 6 hours. The capsule is completely disposable and does
not need to be recovered after use, being expelled by the body 10 to 72 hours after
ingestion.

(a) (b)

Figure 2.4: (a) The M2A c© camera. (b) Camera components.

The registration device consists of a set of aerial sensors for the RF signal reception,
connected to a CPU with a hard disc for data storage. The registration device is
carried by the patient fastened into a belt, altogether with a battery for power supply.
The aerial sensors are taped to the body of the patient, forming an antenna array
which collects the signal transmitted by the capsule and sends it to the receiver. The
received data is subsequently processed and stored in the data storage by the CPU.
Figure 2.5 shows a picture of (a) the external device, and (b) the workstation.

(a) (b)

Figure 2.5: (a) The external device, the belt and aerials, which are to be taped to
the patient’s body. (b) The workstation with the software installed.

The proprietary software is installed into a PC workstation. It allows the physi-
cians to retrieve the data from the recorder and to transfer it to the workstation
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for additional processing and visualization on the display. The performed study can
be stored independently on the workstation hard disk or be registered into a CD, a
DVD or any other storage device, being ready for visualization and annotation on
any computer in which the displaying software has been previously installed.

2.3.2 Pros and cons of capsule endoscopy

Capsule endoscopy overcomes most of the drawbacks related to manometry and other
intestinal motility assessment techniques. It is much less invasive, since the patient
simply has to swallow the capsule, which will be secreted in the normal cycle through
the defections. Depending on the type of study, during the whole process of the
capsule endoscopy video recording the patient may be laid on, sat down, walk or
even lead an ordinary life. No hospitalization is needed nor special staff, since the
video recording is performed without the need of any type of interaction. One of the
main technological breakthroughs that this technology allows is the direct study and
visualization of the entire small intestine, something that was not possible with the
previous techniques so far [8]. In terms of cost, a US economic analysis in 2003, which
was funded by Given Imaging Ltd., concluded that CEs per unit cost as a diagnostic
tool for small intestine bleeding was comparable to that of other current endoscopic
procedures (for example, the average direct cost was US$517 for CE and US$590 for
enteroscopy)[17].

Nowadays,however, capsule endoscopy cannot replace any of the other procedures
in a general and exclusive way, and the investigation of the small intestine should
include capsule endoscopy together with the rest of technologies. Since the capsule
has no therapeutic capabilities, any lesion discovered by capsule endoscopy must be
further investigated using other standard techniques. In addition, the capsule use
is contraindicated in patients with cardiac pacemakers, defibrillators or implanted
electromechanical devices (due to the risk of radio-interference with the UHF signal),
and in those patients with known or suspected obstruction or pseudo-obstruction (due
to the risk of causing bowel obstruction) [2]. Nowadays, the number of capsule studies
performed worldwide is still small and it is too soon to appreciate the sensitivity and
specificity of this technique. The study of a capsule endoscopy video takes between
1 and 2 hours, which means a heavy load for the physicians. In this sense, the
research on computer-aided and intelligent systems, such as the one presented in this
work, results highly interesting for the development of this technology. The limited
information currently available, however, is quite promising.

2.3.3 Common examples of capsule video images of the gut

Capsule endoscopy video images are quite similar to those acquired by classical en-
doscopic techniques. Each video frame consists of a 256x256 pixel image, rendering a
circular field of view of 240 pixels of diameter, which spans 140-degrees, in which the
gut wall and lumen are visualized -see Figure 2.6-.
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Figure 2.6: Appearance of a frame in capsule video endoscopy. The intestinal lumen
and walls are rendered in a circular field of view.

Typically, the aspect shown by each part of the gastrointestinal tube presents
differences in texture, shape and color, is patient-dependant and presents variability
with several pathologies. For instance, gastric images appear with the common folded
shape of the stomach wall and a pink tonality. This folded pattern is replaced in
the jejunum by a plain pattern, describing star-wise distributed wrinkles when a
contractile event occurs and showing a color tonality closer to orange. A hybrid
pattern is shown in the duodenal zone, and almost no visibility is achieved in the cecal
area. Figure 2.7 shows a set of sample images such as those described previously.

Figure 2.7: Different examples of capsule endoscopy video images.

The multiple patterns and appearances of the different images, and sequences of
images, that could be found in intestinal motility studies will be the object of deep
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analysis in the next chapter.

2.3.4 Annotation of intestinal contractions in capsule endoscopy

Traditional procedure: Manual annotation

Video annotation is an essential characteristic of the capsule endoscopy technology.
The general protocol is as follows: Once the study is downloaded to the workstation,
the physician visualizes the whole video, selecting those frames where the object of
interest is present (bleeding, polyp, wound, etc). Once the whole video is annotated,
the expert can analyze, if necessary, each labelled frame in order to obtain information
for clinical purposes, diagnosis, etc.

For the specific case of intestinal contractions, the expert visualizes the zone of
interest where contractions are searched, and labels those frames where a contraction
event is detected. Once this procedure is finished, the temporal pattern of intesti-
nal contractions obtained is analyzed, inferring the corresponding conclusion about
suitable intestinal motility dysfunctions. Figure 2.8 shows a snapshot from the vi-
sualization tool provided by Given Imaging: Rapid Viewer. On the left, a time line
indicates the real time (time in the real life experiment) and relative position of the
frame in the video. Together with the time line, a set of findings labelled by the ex-
pert are shown in their relative position. The main screen renders the video sequence
showing the gut wall and lumen. In addition, the relative position of the camera in
the human body and a graph of illuminance variation can be visualized, if desired, in
the lower part.

The annotation process of intestinal contractions is, thus, not straightforward,
time consuming and stressful. A typical study may contain up to 50, 000 images
obtained at a frame ratio of 2 images per second (6-7 hours of capsule recording).
The visualization time can be adjusted from 5 to 25 frames per second. At a typical
visualization rate of 15 frames per second, the specialist needs at least one hour only
for visualization purposes, without taking into account the time consumed in labelling
the findings. In addition to this, the prevalence of contractions in video is very low.
A typical ratio of 1:50 implies the presence of only 1000 findings in a whole video of
50,000 frames, making this procedure not feasible as a clinical routine. In other words:
while the information provided by manual annotation of video capsule endoscopy
images is enormously useful for the inference of important conclusions about motility
in multiply clinical studies, and while CE has shown to be a contrastably helpful
technique for motility assessment in patients in which no other technique would carry
an improvement in analysis and/or diagnosis, the very procedure of manual annotation
does not result feasible due to all the drawbacks previously exposed.
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Figure 2.8: a) Annotation tool. The specialist saves into an external file the time
of the frames of interest.

Requirements for an automatic annotation system

Regarding the specifications described in the previous sections, an automatic anno-
tation process of intestinal contractions must accomplish the following constraints:
the system and the trained expert must provide an equivalent pattern of intestinal
contractions. This means that the system output must provide a good pattern of
number of contractions per unit of time, in terms of inter-observer variability.
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Chapter 3

Intestinal contractions in Video
Capsule Endoscopy

The temporal pattern of intestinal contractions along the video is the main source of
information for motility assessment in capsule endoscopy. In the previous chapter, we
introduced the procedure of annotation the specialist must perform in order to obtain
this pattern. We pointed out that the video annotation procedure consists of the
labelling of the video frames corresponding to intestinal contractions. Consequently,
the specialist is obliged to visualize the whole video in order to be able to label all the
existing findings, in a tedious and time consuming procedure. The latter situation
was stated as the main drawback of this technique, which turns it into a not feasible
clinical routine. Our aim is to provide the specialist with the temporal pattern of
intestinal contractions in an automatic way, allowing the specialist to take profit of
the existing motility information, and making this clinical routine feasible.

In order to design a machine learning system for the automatic detection of intesti-
nal contractions, two main pre-requisites must be achieved, namely: firstly, a good set
of findings from which a generalizable pattern could be inferred, and secondly, a good
set of descriptors for those patterns. In this chapter, we focus on the former, i.e.,
the introduction of the visual patterns associated with intestinal contractions, leaving
the latter for a specific study in the next chapters. Section 1 introduces the main
aspects regarding the fundamental elements which can be found in gut images from
capsule endoscopy, in order to state the visual paradigm of intestinal contractions
which is developed in section 2. The multiple sources of variability of these patterns
are analyzed in section 3. We gather all this information in order to build up and
present a taxonomy for intestinal contractions in section 4.

23
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3.1 What is the gut like?

3.1.1 The intestinal walls

The gut can be seen as a long tube (about 4-7 meters) with its beginning in the
mouth and its end in the anus. The constitution, function and visual appearance of
each different part of the gut is multiple, and highly depends on the physiological
task to which each part is devoted. In a general way, four main divisions can be
enumerated (proximal -closer to the mouth- to distal -closer to the anus-): esophagus,
stomach, small intestine and colon. The small intestine presents three different zones:
duodenum, jejunum and ileum. The colon can be studied, in its turn, as ascending
colon, transversal colon, descending colon and rectum. The typical visual aspect in
capsule endoscopy of each one of these different parts is pictured in Figure 3.1.

(a) (b) (c) (d)

Figure 3.1: Typical visual aspect of (a) stomach, (b) duodenum, (c) jejunum, and
(d) cecum in capsule endoscopy

The transit of the pill through the esophagus is very fast -typically two or three
seconds- with no useful information present in this area. The stomach is the first
zone from which the specialists can obtain clinical information. The stomach has the
shape of a sac with folded walls; these folded walls increase the overall surface of the
stomach, allowing a higher performance in the physiological processes involved. It
usually presents a pale color close to pink. The typical aspect of the stomach walls
in capsule endoscopy is shown in Figure 3.1 (a). The duodenum is the first part
of the small intestine. Outside the stomach, the intestinal lumen is visualized as a
tunnel delimited by the intestinal walls. The ovoid shape of the capsule lets itself
keep pointing at the longitudinal direction in its trip throughout the gut, randomly
in proximal or distal orientation -i,e., pointing towards the mouth or the rectum-.
The intestinal walls are still folded in the duodenum, but with softer folds, presenting
a color ranging from pink to orange. A frame showing the common appearance of the
duodenal walls can be observed in Figure 3.1 (b). The jejunum and ileum present
a similar appearance: the intestinal walls are plain in the relaxation state, but they
contract creating folds during the contractile activity. The color appearance in these
areas of the small intestine usually ranges from orange to red. A typical post-duodenal
frame is shown in Figure 3.1 (c). Finally, the colon is the last part of the intestinal
tube. The processes of assimilation of nutrients which take place in the colon are
slow, in comparison with the previous stages. Moreover, since all the fecal content is
released in the colon, the visual aspect is dark and the visualization quality is poor.
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Figure 3.1 (d) exemplifies this situation.

3.1.2 Intestinal content

In addition to the former, capsule endoscopy allows the visualization of all the in-
testinal content through the gut. It may be classified in three main groups regarding
their physiological origin and visual appearance:

• The food in digestion appears in small pieces through the gut. They are mixed
with the intestinal juices, presenting a color ranging from brown to green.

• Intestinal juices are present as a turbid liquid, which performs a hindering ef-
fect in the visualization field. Its color presents a high variability, ranging from
brown to yellow and green. Its density and opacity are also variable, and some-
times it can be dense enough to block the whole field of view of the camera.

• Intestinal juices may produce bubbles as well, which differ in shape and color
from the turbid liquid defined above. These bubbles range from yellow to green,
mainly centered in yellow.

Figure 3.2 renders typical examples of intestinal content.

(a) (b) (c)

Figure 3.2: (a) Food in digestion. (b) Turbid liquid. (c) Bubbles

3.2 Visual paradigms of intestinal contractions in
capsule endoscopy

3.2.1 Region of interest: post-duodenum to cecum

As we stated in the previous chapter, different motility patterns are linked to different
motility disfunctions throughout the stomach, the small intestine and the colon. One
of the first decisions to be taken in our research work concerned the scope of study,
i.e., whether to take into account the whole gut or to restrict the analysis to a specific
region. Since no previous work has been published so far about any research on
intestinal motility with capsule endoscopy, being this Ph.D. thesis, to the best of our
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knowledge, the first approach in this fieldwork, we focused our efforts on a preliminary
study of the problem in terms of the analysis of the different scenarios which may
be present in motility analysis with capsule endoscopy. For this aim, the specialists
provided us with a set of capsule endoscopy videos to be analyzed. After studying
these videos, we accomplished a series of meetings in order to define the region of
interest of our research. During these meetings, the experts exposed their main targets
relative to the different motility patterns they expected to validate with the new
technique of capsule endoscopy, receiving our feedback about the complexity of its
analysis in terms of computer vision. Gathering the important background knowledge
obtained through these multidisciplinary sessions, we decided to focus our efforts on
the analysis of the intestinal motility in the post-duodenal region of the small intestine:
the region spanning jejunum and ileum. This decision was underpinned both in the
specific clinical interest of this region and its special suitability for capsule endoscopy,
supported by the following reasons:

1. Regarding the clinical interest, small intestine motility is a widely spread tech-
nique which has been accepted as one of the most useful sources of information
for motility assessment. Small intestine manometry is accepted as the most
reliable technique in this field [42]. In this sense, the long experience in small
intestinal manometry of the group of experts, with whom we have developed
this research, allowed us to have direct access to the state-of-the-art information
and knowledge in small intestine motility [50].

2. In addition to the former, the analysis of small intestine motility allowed the
experts to accomplish an important full validation study of capsule endoscopy,
comparing this novel and never used before technique for motility assessment
with the gold-standard of manometry.

3. Moreover, the use of capsule endoscopy allows the experts to have access to
motility information far from the duodenum and the proximal jejunum, the
regions of study which manometry is restricted to, completing the validation
study mentioned above by reaching the extension of the area of analysis just to
the ileum-cecal valve.

4. In terms of the technique suitability, stomach, duodenum and colon present
relevant complexities for motility assessment based on visual analysis, in com-
parison with the proposed region of study. On the one hand, the stomach is not
rendered in capsule endoscopy as a tube, like the small intestine, and only the
gastric walls are visualized, with no lumen. In this scenario, the motility activ-
ity is shown as a sudden movement of the gastric wall, and since the capsule
is freely embedded in the gastric sac, its movement is apparently random, and
the motility patterns related to it are not directly generalizable from a visual
point of view. On the other hand, the analysis of the motility patterns in the
colon is hindered by the poor visibility conditions due to the fact that all the
fecal content is emptied in the cecum. Moreover, the digestive process in the
colon may last 7 to 48 hours, 20 to 280 minutes in the stomach, and 45 to 140
minutes in the small intestine. Since the capsule’s battery usually employed
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in experiments with capsule endoscopy typically performs during 6 to 7 hours
from its ingestion, this power supply should not be enough to track the whole
colon. Finally, we decided to reduce the area of analysis excluding the duodenal
section, due to its peculiar folded morphology which shows a high deviation of
the visual pattern present in the rest of the small bowel. This exclusion allowed
us to face a physiological scenario sharing a common morphology and appear-
ance of the intestinal walls and contractile activity, with no loose of functional
information regarding motility.

3.2.2 Visual paradigms

Intestinal contractions respond to two main categories from a physiological point of
view, as described in the previous chapter, namely: phasic and sustained. Phasic
contractions in the small intestine are visualized as a sudden closing of the intestinal
lumen in a concentric way. The maximum frequency of these events has shown to be
between 10-12 contractions per minute [50, 67], although this value varies depending
on the region of the intestine and whether the patient has previously ingested or is
fasting. Sustained contractions are produced by muscular tone, and can be visualized
as a continuous closing of the intestinal lumen with a high variability in length.
Figure 3.3 shows a characteristic example of a phasic contraction. Figure 3.4 shows
a characteristic example of a sustained contraction.

Figure 3.3: Phasic contraction.

Figure 3.4: Sustained contraction.

With the aim of inferring information about their descriptive paradigms, we asked
the specialist to label a set of 10 videos, annotating all the existing contractions of any
kind in order to build up a knowledge database. Once these studies were finished,
we gathered all the annotated frames in two separate and exclusive sets, namely,
phasic and sustained. The further exhaustive analysis of this information led us to
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the definition of the paradigm of phasic and sustained contractions in the following
way:

Phasic contractions

This kind of intestinal contractions are characterized by a sudden closing of the intesti-
nal lumen, followed by a posterior opening. This open-closed-open scheme resulted to
span 4-5 seconds -corresponding to 8-10 frames and providing an acquisition rate of
2 frames per second-. The specialist usually labelled the frame where the lumen was
completely closed as a phasic contraction. Using this information, we finally defined
a phasic contraction as the central frame in a sequence of 9 frames where the pattern
of an open-closed-open lumen is present. If the closing of the intestinal lumen is com-
plete, this event is categorized as an occlusive contraction, while, when the closing of
the intestine is not complete, allowing a small portion of lumen at the central frame, it
is categorized as a non-occlusive contraction. Figure 3.5 shows the referred paradigm
of occlusive phasic contractions for three different sequences. Figure 3.6 shows the
referred paradigm of non-occlusive phasic contractions.

Figure 3.5: Three sequences of occlusive phasic contractions.

Figure 3.6: Three sequences of non-occlusive phasic contractions.
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Sustained contractions

The pattern of sustained contractions corresponds to a sequence of a closed lumen in
a undefined number of frames. This pattern is highly recognizable for the presence
of the characteristic wrinkles which the continuous muscular tone produces when
the intestinal walls are folded. Figure 3.7 shows the referred paradigm of sustained
contractions.

Figure 3.7: One sustained contraction spanning for 15 frames.

3.2.3 A protocol for video annotation of phasic and sustained
contractions

Once the paradigms of phasic and sustained contraction were defined, the annotation
protocol was reformulated in the following way:

• For phasic contractions, the experts must label the central frame of a contraction
sequence. In order to make this protocol feasible, and assuming that in many
cases it is impossible to define this central frame with precision, we stated that
an intestinal contraction was present within the sequence defined by +/ − 5
frames around the labelled one. This threshold is trivially underpinned by
the physiological and empirical reasons exposed in the previous sections (i.e.,
maximum frequency of contractions, statistical analysis of the annotated frames
in the database, etc.)

• For sustained contractions, we asked the specialists to use a different file, indi-
cating for each contraction its beginning and its end.

3.3 Elements with influence in the variability of the
paradigms

The intestinal contractions shown in Figure 3.5 and 3.6 correspond to optimal ex-
amples that exactly match the paradigms defined above. Unfortunately, this pure
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pattern is perturbed by both the free movement of the capsule and the presence of
intestinal content.

Impact of the free movement of the capsule within the gut

The position of the camera in the intestinal lumen during the contractile activity
is not steady. Since the capsule is freely moving into the gut, multiple changes in
direction (namely, focusing the intestinal lumen or the lateral intestinal wall) and
orientation (i.e., facing the proximal or distal parts of the tract) are performed. As
a result, the camera is not always focusing the central part of the lumen -see Figure
3.8 for a graphical representation-, and this yields to a high variability of the visual
patterns obtained in the video sequences, which can be summarized in the following
categories:

• Incomplete contractions: The central frame shows the intestinal lumen but it is
not centered in the image. Part of the lumen lays out of plane.

• Lateral contractions: The first or the last part of the sequence is missed, but
the central frame is present.

• Out-of-plane contractions: The central frame of the contraction is completely
out of plane. The contraction event is deduced nevertheless by the remaining
part of the sequence.

Figure 3.9 renders a representative set of incomplete, lateral and out-of-plane
examples of this situation with three intestinal contractions labelled by the specialists.

Impact of the intestinal content

As was explained in the previous section, the presence of intestinal content, basically
small pieces of food, turbid liquid or bubbles, has a negative effect in visualization.
This impact has different weights depending on the type of intestinal content. While
small pieces of food are not usually relevant enough to mislead the assessment of
intestinal contractions by the experts, the presence of turbid liquid and bubbles may
cause serious difficulties. If the turbid liquid is not very dense, or the region with
bubbles is small, the intestinal lumen can be tracked and the contractions present in
the video can still be labelled. But as far as the turbid liquid or the presence of bubbles
are to cover the field of view of the camera, important information for assessment is
lost. On the one hand, an analogous phenomenon to the angular deviation of the
camera may be performed, since only a half of the sequence -incomplete-, part of the
frames -lateral-, or the central part -out-of-plane- may be affected by the presence
of turbid or bubbles. On the other hand, the presence of turbid or/and bubbles
may affect the whole sequence; depending on the opacity of turbid and bubbles,
the intestinal lumen may be still traceable, or completely lost. Figure 3.10 shows
several examples of labelled intestinal contractions undergoing the described hindering
elements.
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(a)

(b)

(c)

Figure 3.8: Graphical representation in three steps (before, at the time of, and after
the contraction event): (a) The paradigm of a phasic contraction, (b) the camera
pointing towards the intestinal wall, and (c) the presence of turbid liquid hindering
the visualization. These patterns match the sequences rendered in Figures 3.5, 3.9
and 3.10, respectively.

Figure 3.9: Three sequences of intestinal contractions showing the incomplete, lat-
eral and out-of-plane patterns due to the random camera orientation.
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Figure 3.10: Three sequences of intestinal contractions with presence of turbid
liquid, which hinders the correct visualization of the event.

3.4 A taxonomy of intestinal contractions in video
capsule endoscopy

Following the previous analysis, we can state a taxonomy of intestinal contractions in
video capsule endoscopy from two different perspectives: the physiological sources of
variation, and the different patterns produced by the camera motion in the gut.

From a physiological point of view, intestinal contractions can be divided into the
following three categories:

Occlusive contractions They correspond to sequences of phasic contractions, ren-
dering an open-close-open lumen. The central frame of this kind of contractions
shows the intestinal walls concentrically contracted, shutting the intestinal lu-
men completely.

Non occlusive contractions They correspond to the same pattern of occlusive con-
tractions, but they show part of the lumen in the central frame. The origin of
this kind of contractions is based on the physiological fact that the intestinal
walls do not perform enough pressure during the contractile activity -for this rea-
son, these non-occlusive contractions are hard to detect with techniques based
on manometry-.

Sustained contractions They correspond to tonic contractions, where the closed
lumen can be visualized during the whole sequence. The actual duration of
tonic contractions can range from 5 to several seconds, i.e., from 10 frames on.

From the point of view of the different patterns strictly associated with the free
movement of the camera throughout the gut, contractions can be divided into the
following three categories:

Complete contractions The camera is continuously focusing the intestinal lumen,
and the paradigmatic pattern of the contraction is clearly tracked throughout
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the whole sequence. This corresponds to a sequence showing the contraction
from its beginning until its end in a complete way.

Incomplete contractions The camera moves in the very instant that the contrac-
tion takes place, pointing to the intestinal walls instead of the intestinal lumen.
Thus, the lumen does not appear centered in the image, but laterally displaced,
and as a consequence of this, part of the lumen can be found out of the scope
of the visual field.

Out of plane contractions The camera suddenly moves and points to the intesti-
nal walls at the moment when the contraction takes place. For this reason, half
of the sequence contains images from the lumen, and half of the sequence does
not. This kind of sequence can be viewed as a half complete contraction.

3.5 Two sources of capsule endoscopy studies: fast-
ing and postprandial

The main source of video studies for motility analysis we were provided with is split
in two separate clinical scenarios, namely: fasting and postprandial.

Fasting videos are provided by studies where the patients had been asked not to
ingest anything within the 12 hours previous to the study. In postprandial studies
the volunteers had been asked not to ingest anything within the 12 hours previous
to the study in the same way as fasting, but during the capsule study, different
kinds of nutrients were introduced in different places of the gut. As long as all the
provided studies were accomplished in healthy volunteers with no apparent motility
disfunctions, the clinical value of both the fasting and postprandial videos used in
this research was circumscribed to the specific purpose of validation.

The fundamental difference between fasting and postprandial videos relies on the
higher amount of turbid liquid in the postprandial cases. Due to the nutrients infusion
into the gut, basically performed through a probe into the stomach, duodenum or
jejunum, a higher presence of turbid liquid is undergone. On the other hand, the
presence of bubbles as a specific shape of intestinal juices is shown to be more frequent
in fasting videos.
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Chapter 4

Introduction: Looking for
classification alternatives for an
imbalanced problem

A usual and widely extended way for referring the two different types of samples
which can be found in a 2-class problem consists of assigning the label positive to one
of the classes and the label negative to the other one. Although this kind of labelling
may be randomly assigned, there exists a large number of situations in which one of
the classes has got a central relevance. A typical example of this can be found in
a clinical a diagnosis procedure performed over a population of patients showing a
certain symptomatology. In this case, it is usual that the positive label is reserved for
those patients which are likely to suffer the suspected pathology, while the negative
label is assigned to those patients who do not undergo the pathology. In the problem
of face detection in generic images, the positives a those regions of the image to which
the system assigns a high likelihood of containing a face, while the negatives are the
remaining regions.

If the prevalence of the positives is low (the number of negative samples far out-
numbers the positive instances) we say that we are facing an imbalanced classification
problem or the classification problem of an imbalanced data set. This occurs when
the ratio between the number of ill subjects and not ill subjects in the population of
study is low, the ratio between the number of regions containing faces and regions not
containing faces for a given image is low, etc. In highly imbalanced problems where
both classes are not separable, neglecting the positive class -classifying every sample
as a negative- may yield to the lowest classification error. It is straightforward to
create a classifier having a 99% accuracy (or 1% error rate) if the data set has a 99%
majority class by simply labelling every case as belonging to the majority class, as a
direct application of the principle of Occam’s razor: The simplest solution among all
other possible is the one selected. But in some real life imbalanced data set problems,
we cannot afford the luxury of misclassifying samples of the minority class. One of
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the most graphical examples of this situation is cancer detection. No one can imaging
a doctor that relies in this kind of ”technique” for cancer diagnosis, although cancer
prevalence -the rate of cancer in population- is low. It is absolutely crucial to detect
each and every positive case in order to be able to have the patient a chance to save
his life. If the doctor assessment is wrong, the cost of telling healthy patients that
they may suffer cancer will not be as serious as rejecting a true cancer case. By the
other hand, the false positives number, the number of patients not undergoing cancer
who are told to be ill, should be as low as possible, to keep the diagnosis predictive
value, and put confidence in doctor decisions. For other cases, the cost of a positive
misclassification is not so high, and a tradeoff may be stated by the expert.

Finally, several consequences may be drawn from the fact that the minority class
has few samples: 1) Positive samples may be so few in number that they may not
be descriptive enough of the positive class -they lack generalization power over the
positive class-. 2) As they are also few in comparison with the number of samples in
the negative class, the performance of a classification system based on the classification
error rate may be affected by means of the inclusion of a large number of false positives,
which is strictly linked to the nature of the learning processes. The former consequence
may not always be overcome. Sometimes, as usually happening in bio-molecular
problems, the number of positive samples is strictly reduced by economic reasons. In
some other contexts, this lack of discriminant power in the feature set may be tackled
with the selection of a better set of descriptors, facing the context of feature extraction.
The latter consequence is inherent to the skewed description of the problem -related
to low prevalence of positives-, and must be tackled with specific strategies.

4.1 Some real life examples

Recent works have studied multiple strategies for the resolution of specific imbalanced
problems in several real scenarios. For example, we highlight a few representative in-
stances reported in the fieldwork of direct marketing solutions [57], speech recognition
[58], spam detection [52], cellular calls fraud detection [31], detection of rooftops in
overhead imagery [62] and oil spills in satellite radar images [53]. Basically, three
different strategies can be enumerated, namely: the use of stratified sampling, which
is based on re-sampling the original data sets in different ways: under-sampling the
majority class or over-sampling the minority class, the use of cost-sensitive imple-
mentations, which are based on the assignation of different classification costs for the
samples of each class, and finally, the design of case-oriented classifiers, modifying
a specific part of the basic classification algorithm (SVM, AdaBoost, naive Bayes,
decision trees,...) in order to suit it well to the problem of analysis.

Chawla et al. [20] investigated several issues concerning decision trees and im-
balanced data sets: the impact of probabilistic estimates, pruning, and the effect
of stratified sampling on the area under the ROC curve (AUC). They introduced a
specific metric m-estimate as a smother of the probability assigned in each leaf, and
two different over-sampling strategies (sample replication and synthetic minority over-
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sampling, SMOTE) and classical under-sampling. Akbani et al. [3] used SVM with
imbalanced data sets. They combined over and under-sampling with the sensitivity
control technique for SVM developed by [80]. Yang Liu et al. [58] used sampling, en-
semble sampling, bagging and boosting strategies for detection of sentence boundaries
and interruption points in speech recognition. Kolcz et al. [52] studied the impact
of duplicate data in the quality of data mining performance for the example of spam
detection, showing that the augment of duplicates reduces the AUC of classifiers such
as naive Bayes and perceptron with margins. Fawcett & Provost [31] analyzed the
imbalanced problem in the work field of cellular calls fraud detection. They used a
rule-based system in order to categorize fraudulent calls for daily accounts. For deal-
ing with skewed class distributions the authors used stratified sampling and empirical
threshold adjustment with non uniform misclassification cost.

Maloof [62] examined the use of cost-sensitive learning algorithms and ROC curves
analysis to cope with imbalanced data sets. Imbalanced data sets problems can be
handled in a similar manner when misclassification costs are unequal and unknown.
Over-sampling and under-sampling techniques generate the same ROC curves than
varying the decision threshold or the cost matrix, which is shown to be linked also
with prior class probabilities. Domingos [27] defined the metacost strategy by forming
multiple bootstrap replicates of training set, learning a classifier on each and using the
minimum Bayes conditional risk to relabel each training example with the estimated
optimal class.

Ling [57] investigated in the fieldwork of direct marketing, which is defined as the
process of identifying likely buyers of certain product and promoting the products
accordingly. Potential buyers data are in a database, and the response rate to a
promotion -final buyer- is low (typically about 1%). They used AdaBoost with naive
Bayes and C4.5 with a lift index as a measure of performance in order to relate it
with the net profit curve. AdaBoost was used by Viola et al. [85] for face detection,
tackling the classification problem by means of a cascade of classifiers. Kubat and
Matwin [54] introduced the g-mean as a measure of performance. They applies the
technique known as one-side selection with nearest neighbor and and C4.5 decision
trees.

4.2 A strategy for phasic contractions detection

The prevalence of phasic contractions in video frames is low (about 1:50-70), which
states an imbalanced problem. We explored several alternatives for the implementa-
tion of a final system for the automatic detection of phasic contractions, which may
be summarized in the following master lines: the use of a cascade-oriented implemen-
tation, the employ of powerful classifiers, such as support vector machines, and the
application of stratified sampling techniques.
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4.2.1 The cascade approach

Throughout the next chapter we develop our proposal for a final system for the au-
tomatic detection of phasic intestinal contractions in capsule endoscopy videos. In
order to tackle the inherent complexity associated with the diverse visual patterns
which an intestinal contraction may manifest, we focused our efforts on the design
of a machine learning system for their automatic annotation. Our approach is con-
structed in a modular way following the model of a classification cascade, as shown in
Figure 4.1. Each step of our cascade deals with a specific problem: the detection of
dynamic patterns, the rejection of frames which are not valid for analysis and the final
classification of the sequences into contractions and non-contractions. Each different
step will process the input frames using a specific set of features specially chosen for
that purpose. In the case of the visual pattern of the intestinal contractions, which
corresponds to a lumen which is closed in the middle of a sequence of nine frames and
which remains open at its beginning and end, it is reasonable to think that a good
first approach to this paradigm should involve some numerical quantities conveying
information about the probable presence of the intestinal lumen and about its size. In
the case of turbid liquid, which appears as a hazing greenish fluid occluding the visual
field of the camera, it makes sense to think that a color description may be useful for
the detection of this sort of frames. In order to accomplish the former, we propose
the use of two base image descriptors: the normalized intensity and the size of the
lumen. The latter will be tackled by using color analysis techniques. The inclusion of
textural descriptors, in addition to the former, conforms the feature set which is used
for a final classification stage. This final stage consists of a support vector machine
(SVM) classifier [79], which is trained by under-sampling the majority class. The
following paragraphs provide an introductory description about these issues.

Figure 4.1: A general cascade strategy

4.2.2 The SVM classifier

Support vector machines were introduced by Vapnik [78] and they have been success-
fully applied in several areas such as image retrieval [76], text classification [77, 46],
and handwriting recognition [22], just to cite a few -the interested reader can find a
deep overview of applications where SVMs have been used in [16]-. SVMs look for the
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hyperplane which separates positive and negative samples, maximizing the distance
from the hyperplane to the closest data points of each class (namely, the margin), as
shown in Figure 4.2. This hyperplane is known as the maximum-margin hyperplane
or the optimal hyperplane, and the vectors which are the closest to this hyperplane
are called the support vectors. This approach is shown to minimize the risk function,
while achieving a good generalization power by means of the optimization of the vari-
ance of the classifier with different training sets. Vapnik et al. [79] developed SVMs
as non-linear classifiers by means of the use of a kernel-based strategy.

(a) (b)

Figure 4.2: Two linear solutions for classification of a binary data set for (a) max-
imum margin and (b) a smaller margin solution.

The SVM scheme is endowed with a robust theoretical background which can be
summarized in the following lines -for the interested reader in a deeper insight into
the mathematical foundations of SVM, the introductory tutorials presented in [16]
will result specially helpfull-. For a given a training set {xi, yi}, i = 1, . . . ,M with
yi ∈ {−1, 1} and xi ∈ <d, where M represents the number of samples and d represents
the dimension of the feature space, the hyperplane (w, b) which solves the following
optimization problem:

Minimization of the functional: 1
2w

tw (4.1)
constrained to: yi(wtxi + b) ≥ 1 i = 1, . . . , M (4.2)

results in the hyperplane with the maximum margin, as pictured in the example of
Figure 4.2 (a). In order to solve this optimization problem, we transform it into
the equivalent Lagrangian dual problem [12]. First, we state the primal form of the
Lagrangian:

LP (w, b, α) ≡ 1
2
wtw −

M∑

i=1

αiyi(xi + b) +
M∑

i=1

αi (4.3)

where αi are the Lagrange multipliers. The minimization of LP implies that the
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partial derivatives of LP with respect to w and b vanish, and thus the following
solutions are provided:

w =
M∑

i=1

αiyixi (4.4)

0 =
M∑

i=1

αiyi (4.5)

and since these solutions represent equality constraints in the dual formulation, we
can substitute them in Equation (4.3) obtaining the dual Lagrangian:

LD(w, b, α) =
M∑

i=1

αi − 1
2

M∑

i,j=1

yiyjαiαjxt
ixj (4.6)

which yields to the equivalent optimization problem:

Maximization of the functional:
∑M

i=1 αi − 1
2

∑M
i,j=1 yiyjαiαjxt

ixj (4.7)

constrained to:
∑M

i=1 yiαi = 0, and αi ≥ 0 (4.8)

It must be notice that this formulation represents the data x as dot products. This
leads to the kernel trick, consisting of mapping the original data into a higher di-
mensional feature space, and calculate the dot product in that space. Since the only
quantity required is the dot product, it is not necessary to calculate the mapping, we
only need a formula for the dot product, which is provided by the kernel function.
Popular kernels include polynomial kernels, radial basis functions kernels (RBF) and
sigmoid kernels, among others. There is an extended opinion in the SVM commu-
nity arguing that the choice of the kernel should not have a relevant impact in the
performance of the classifier, although this assumption should be tested for each spe-
cific problem. Table 4.1 shows the formulae of the previously cited kernel functions.
The kernel performance can be controlled by one or several parameters, such as the
polynomial degree d, the σ value, or the sigmoid coefficients.

Table 4.1: Some popular kernels

Polynomial RBF Sigmoid

KPol(x,x′) = (〈x · x′〉+ c)d KRBF (x,x′) = exp(− ‖x−x′‖2
σ2 ) KSig(x,x′) = tanh(κx · x′ + c)

In addition to the former, it can be shown that the optimization problem related to
SVM consists of a convex optimization problem, for which the Karush-Kuhn-Tucker
(KKT) conditions are a necessary and sufficient. The KKT conditions state that:
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αi(yi(wtxi + b)− 1) = 0 (4.9)

Although there exists one Lagrange multiplier αi for each training point, the value of
the Lagrange multiplier αi is non-zero if and only if its corresponding training point
xi lies on the margin. The practical interpretation of this fact is that only a few
samples are involved into the training procedure of the SVM, namely the support
vectors, for which αi > 0. The rest of the samples can be reorganized or redistributed
out of the margin region, and the resulting trained machine will be the same. This
sparsity property is a desirable property if we are dealing with data sets containing a
large number of samples.

The further extension of this scheme to the relaxation of the margin constraints,
in order to deal with real cases in which the data sets are not separable, differing from
the distribution shown in Figure 4.2, yields to the minimization problem:

Minimization of the functional: 1
2w

tw + C
∑M

i=1 ξi (4.10)
constrained to: yi(wtφ(xi) + b) ≥ 1− ξi i = 1, . . . ,M (4.11)

where ξi are slack variables needed for the optimization procedure, and C controls the
weight of a misclassification value of ξi, stating a trade-off between misclassification
and maximal margin achievement. Several implementations have been presented for
the resolution of this problem. A detailed explanation of the main approaches and
the further extension of SVM to the multi-class scenario can be found in [23].

4.2.3 Sampling techniques on the training set

We performed a set of tests in order to analyze the optimal sampling methodology for
the last SVM stage of the phasic contractions cascade. Thus, the classifier is trained
with a balanced training set which can be obtained in two basic ways: a) selecting
a random sample of the majority class, or b) artificially creating new data in the
minority class. The former alternative is straight forward and can be stated in terms
of widely used techniques, such as bootstrapping: random sampling with replacement
of the data. The latter can show different and diverse implementations, such as
data duplication or data interpolation. Synthetic minority over-sampling (SMOTE)
[20] is a paradigmatic example of this kind of techniques. In SMOTE, the minority
class is over-sampled by taking each minority class sample and introducing synthetic
examples along the line segments joining all of the k minority class nearest neighbors.
Depending upon the amount of over-sampling required, neighbors from the k nearest
neighbors are randomly chosen. Synthetic samples are generated in the following way:
we take the difference between the feature vector (sample) under consideration and
its nearest neighbor, then we multiply this difference by a random number between 0
and 1, and add it to the feature vector under consideration. This causes the selection
of a random point along the line segment between two specific features.
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4.3 Other approaches for classification

4.3.1 Single classifiers and classifier ensembles

In order to obtain a global perspective of the performance of our approach, we tried
diverse classification strategies, using some of the most widely used classifiers in the
pattern recognition community. This list, which does not pretend to hold all the pos-
sible classification techniques but a sample of those which may be currently considered
as a feasible basis for a gold-standard analysis, include: linear discriminant classifier
(LDC), quadratic discriminant classifier (QDC), logistic classifier (LOGDC), Parzen
classifier, decision trees (DT), and nearest neighbors classifier (k-NN). The LDC as-
sumes that the data sets present Gaussian distributions with equal covariance matrix,
estimates their parameters based on the sample scatter matrix and then calculates the
classification error using the Bayes error. The QDC performs the same classification
procedure, but there is no assumption that the covariance of each of the classes is
identical. LOGDC performs the computation of the linear classifier for the data set by
maximizing the likelihood criterion using the logistic (sigmoid) function. The Parzen
classifier performs the estimation of the probability density functions underlying the
data sets by means of the Parzen approach, and then calculates the classification error
based on them. The DT classier which we refer to in this work corresponds to a binary
decision algorithm, based on a certain splinting criterion, such as information gain,
purity, etc, which distributes the training data into consecutive binary classifications,
based on the minimization of the classification error under the selected criterion. A
further pruning analysis can be performed in order to minimize the global error fol-
lowing different strategies: pessimistic pruning, test-set based pruning, early pruning,
etc. The k-NN classifier assigns to each unseen sample the most frequent label among
the k-nearest samples in the training set. These lines provide only a quick description
of the main traits of each technique. A deeper analysis of the multiple mathematical
formulations of each classification technique can be found in several handbooks of
pattern recognition [28, 38].

In addition to these single classifiers, classifier ensembles constitute a useful tool for
the improvement of the classification task. Classifier ensembles [55] are the result of
the combination of multiple single classifiers in order to obtain a classification system
showing a better performance than each of its single components. Moreover, each
component of the ensemble may also be the resulting classifier of the combination of
several single units. For instance, we can use a bagging ensemble, consisting of several
versions of the same classifier trained by bootstrapping, as a single classifier which
calculates its final output after and aggregation stage (performed by averaging all the
individual outputs, for instance). The analysis of the theoretical background of the
different classifier ensembles techniques is out of the scope of this work, and there
currently exist several specific textbooks which the interested reader may consult in
order to achieve a deeper insight -Kuncheva’s book [55] might constitute one of the
mandatory references in this field- .
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4.3.2 The AdaBoost approach

During the last years, the pattern recognition community has devoted special at-
tention to the study of boosting techniques, due to the optimal performance results
obtained by particular implementations, such as AdaBoost, in some specific scenar-
ios. For this reason, we found of special interest devoting a separate analysis to the
study of the performance of AdaBoost in the domain of phasic intestinal contrac-
tions detection. AdaBoost is a boosting [35] classification technique which was first
introduced by Freund and Schapire [36]. Original AdaBoost algorithm, and multiple
modifications of it, have been tested in a wide range of different applications [37, 85].
AdaBoost consists of an iterative classification approach based on the use of weak
classifiers which are trained by a weighted training set. The weights of the sam-
ples are changed on each iteration so that the wrong classified samples increase their
weight. This is a boosting strategy used to force classifiers of late iterations to learn
the difficult cases. The final classifier consists of the overall weighted sum of the weak
classifiers.

The distinctive traits which differentiate AdaBoost from other boosting algorithms
are coded in the Algorithm 4.3.2 [85].

Algorithm 4.3.2. AdaBoost algorithm:

1: BEGIN
Given example images (x1; y1), ..., (xn; yn) where yi = 0, 1 for negative and positive examples
respectively.

2: Initialize weights wl,i = 1/2m, 1/2l for yi = 0, 1 respectively, where m and l are the number
of negatives and positives respectively.

3: for t = 1 to T do
4: Normalize the weights,

wt,i ← wt,i∑n
j=1 wt,j

so that wt is a probability function.
5: For each feature, j, train a classifier hj restricted to a single feature and using weights wi

on the training data. The error is evaluated with respect to wt, εj =
∑

i wi|hj(xi)− yi|.
6: Choose classifier, ht, with the smallest error εt.
7: Update the weights: wt+1,i = wt,iβ

1−ei
t , where ei = 0 if example xi is classified correctly,

ei = 1 otherwise, and βt = εt
1−εt

8: end for
9: The final classifier is:

h(x) =

{
1,

∑T
t=1 αtht ≥ 1

2

∑T
t=1 αt

0, otherwise

10: END

In AdaBoost, for each iteration t the weights of the samples are normalized ac-
cording to step 4. Afterwards, the weak classifiers are trained as shown in step 5, and
the weights are updated according to the error of the best weak classifier, as shown in
step 7. We tested two modifications of the basic AdaBoost algorithm, which we refer
to as AdaBoostmod−1 and AdaBoostmod−2 in Chapter 7, focusing on the sampling
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methodology of the training step 5, in order to investigate the impact of the sampling
strategy on the global performance of the classifier.

4.4 Validation methodology: Performance assess-
ment

The performance assessment consists of the assertion of the accuracy of an outcome
in an objective way, allowing the comparison of the outcome obtained by one method
with different outcomes obtained by other methods. This can be performed by means
of objective metrics, which provide a quantitative assessment, or by means of graphical
methods, which provide a qualitative assessment. Through this section, we describe
the diverse assessment metrics and graphical methods which we propose for the vali-
dation of our system.

4.4.1 Numerical measures

In order to provide a performance result, several measures were used. These measures
are based on the ability of the system in the detection of positives and the rejection of
negatives. We expect the system to make mistakes during the classification process.
Thus, some real contractions will be rejected when the system wrongly classifies them
as non-contractions. On the contrary, there will be some real non-contractions which
will be wrongly detected as contractions. This yields to a confusion matrix which can
be stated as follows:

Now, we define the sensitivity, specificity, precision, false alarm rate (FAR), and
global error as performance measures in terms of TP, TN, FP and FN. The formal
definitions of these quantities are shown in Table 4.2. All these measures, except
FAR, are bounded between 0 and 1. They convey different information regarding the
accuracy of the system. The interpretation of sensitivity, specificity, precision, FAR,
and global error in terms of the system performance is summarized in Table 4.3.
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Table 4.2: Useful quantities for performance assessment

Positives: Contraction sequences.

Negatives: Non-contraction sequences

True Positives (TP):

Real sequences of contractions which are labelled by
the system as contractions, i.e., the sequences at the
output stage of the system.

True Negatives (TN):

Real sequences of non-contractions which are labelled
by the system as non-contracttions, i.e., the sequences
which are rejected by the system.

False Positives (FP):
Real non-contractions present at the output of the
system.

False Negatives (FN): Real contractions rejected by the system.

Sensitivity TP
TP+FN

The proportion of the existing positives which
our system successfully detects.

Specificity TN
TN+FP

The proportion of the existing negatives
which our system successfully rejects.

Precision TP
TP+FP

The proportion of real positives at the output
of our system.

FAR FP
TP+FN

The ratio between the false positives and the
number of existing positives (FAR may be
greater than 1).

Global error FP+FN
FP+FN+TP+TN The ratio of errors.

Hypothesis testing

Hypothesis testing consists of the procedure of assessment of the certainty we have
about a given conjecture or hypothesis, which must be statistically proved by means
of a set of experiments. As a matter of fact, hypothesis tests are usually stated
in the opposite way, providing the certainty value related to the fact that a given
conjecture is not true. In this sense, hypothesis tests are useful for the assessment
of the improvement or impact achieved by changing a usual procedure, and thus,
we have to make up a set of experiments which yield to the comparison of diverse
measures obtained with the old and the new procedure. The key point is that the
base presumption is that nothing happens, and this yields to the null hypothesis,
usually noted by H0: both procedures perform in the same way. On the other hand,
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Table 4.3: Interpretation of the different quantities for performance assessment

Sensitivity

{
1, The system detects all existing contractions
0, The system detects no existing contractions

Specificity

{
1, The system rejects all existing non-contractions
0, The system rejects no existing non-contractions

Precision





1, The system provides only real contractions at the output

0,
The system provides only real non-contractions at the out-
put

FAR





1,
The system provides as many FP as the number of real
contractions (FAR may be greater than 1)

0, The system provides no FP

Global error





1,
The system only provides real non-contractions and only
rejects real contractions

0,
The system only provides contractions and only rejects non-
contractions

the alternative hypothesis H1 consists of the actual claim to be tested: the new
procedure performs in a different way than the old one. In order to reject the null
hypothesis, some statistic must be calculated in order to obtain the probability of
a significative divergence between the two procedures. Should a relevant divergence
be observed, it is still possible that it has been obtained by chance, but the statistic
provides us with the probability related to that event. If the divergence obtained
occurs only one out of 98 times, we can assess with a 98% of significance level that
the new procedure performs in a different way than the old one. In this work, we use
two base hypothesis tests: the t-test and the Kolmogorov-Smirnov test [7].

The t-test is based on the t-statistic, which basically describes the probability of
obtaining a certain value calculating the difference between the mean of a sample
drawn from a given distribution and its real mean. Table 4.4 shows three different
approaches for the t-statistic for the assessment of a mean value for a given normal
distribution when the real mean µ and variance σ2 are known, the assessment of the
difference between the mean of two samples with equal variance, and the assessment
of the difference between to samples when the variance are different.
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Table 4.4: T-test statistics

One sample Two samples Two samples
(mean & variance known) (equal variance) (different variance)

t = x̄−µx

sx/
√

nx
t = x̄−ȳ

s
√

1
nx

+ 1
ny

t = (x̄−ȳ)−(µx−µy)√
s2x
nx

+
s2y
ny

where x̄ and ȳ represent the sample means, µx and µy are the population means,
sx and sy represent the sample variances and nx and ny represent the number of
elements in both samples. The values obtained with these statistics are compared
with the analytical values, which are tabulated regarding the number of degrees of
freedom associated with the number of elements in the samples [7], and the probability
values, p-values, are obtained.

The Kolmogorov-Smirnov test (KS-test) compares the underlying density func-
tions of two samples x and y. The KS-test calculates the proportion of x values less
than a certain value v with the proportion of y values less than v, using the maximum
difference over all v values as its test statistic. Mathematically, this can be written as
maxv(|Fx(v) − Fy(v)|), where Fx(v) is the proportion of x values less than or equal
to v, and Fy(v) is the proportion of y values less than or equal to v.

ROC curves

Receiver Operating Characteristic curves (ROC curves) [74] have their origins in
signal detection theory. ROC curves were born due to the basic need of assessing the
ability of a radar detector for reporting real targets, and at the same time, avoiding
false alarms. This behavior is controlled by a parameter (or a set of parameters) that
set up the radar in a characteristic operational point with a fixed sensitivity to real
targets. In parallel to this, the number of false alarms are incremented as long as
the number of desired real targets grows. The analysis of the ROC curve plots lets
designers choose a deal between both successful detections and false alarms. This
procedure has been widely used by the medical community framework, and only the
semantics are different.

Parametric ROC analysis is based on the assumption that a two class population
(positives and negatives) can be mapped into an one dimensional space, generating
two class conditional probability density functions (the assumption of normality in
this distributions cited in [63] is not mandatory, but it illustrates a paradigmatic
situation in ROC curves). In this line, and if both classes are separable, positive
samples will tend to fall on the right side and negatives on the left. These distributions
eventually should have an intersection area if they are not absolutely separable. Now a
threshold point is chosen, and all samples to the left of the threshold will be classified
as negatives and all samples to the right as positives. Every positive sample falling
on the left part will be a false negative, and viceversa with the false positives. ROC
curves are built up as the result of simply moving the cutting point in order to
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seek for a compromise between TP and FP. The horizontal axis of a ROC curve
correspond to the FP-rate (1-specificity), and the vertical axis correspond to the TP-
rate (sensitivity). The resulting curve connects the point (0, 0) with the point (1, 1)
in a monotonic way, and the area under the ROC curve is normalized to a maximum
value of 1. Each pair (sensitivity, FP-rate) is obtained by displacing the threshold
over the line in which the samples are distributed. The displacement of the threshold
value through the probability density functions is shown to be equivalent to assigning
different misclassification costs in the classifiers [15]. A big amount of literature is
published in these issues, and most of the high relevance materials can be found in
multiple references [90].

The area under the ROC curve (AUC) has been widely used in order to assess the
performance of a classification system. However, it is known that this measure alone
is not representative enough of performance when dealing with imbalanced data sets
[62], [53], due to the high number of FP. Many approaches have been presented in the
bibliography in order to evaluate the performance of a classifier instead of using the
TP and FP as ROC analysis does. In this sense, the precision-recall curves appears
as a helpful tool. Figure 4.3 shows an example of two ROC curves associated with
different classifiers.
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Figure 4.3: ROC curve plots the true positive rate (sensitivity) vs. false positive
rate (1-specificity).

Sensitivity-FAR curves

Although ROC curves have been widely accepted as a useful tool for classifier perfor-
mance comparison, they show an important pitfall which becomes quite significant in
the case of imbalanced problems: the FP-rate defined by (1-specificity) does not con-
vey information about the relevance of the false positives in the output of the system.
This may be clarified by means of a simple example: Let us say that we have two
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different populations with the same number of positives Pos1 = Pos2 = Pos and a
different number of negatives Neg1 and Neg2, and one standard classification system.
We apply the classification procedure to the different populations, and we obtain ex-
actly the same ROC curve. Are we in a good position to say that the output of the
system shows the same accuracy for both populations? The answer is no, because we
do not have information about the specific imbalance rate in the different populations
-the imbalance rate is here defined as the quotient of the number of negatives over the
number of positives-. Let us get one operation point of our imaginary ROC curve, for
instance, sensitivity = 80 and FP-rate = 20. Let us suppose that the imbalance rate of
population 1 is Ir1 = 2 and the imbalance rate of population 2 is Ir2 = 10. In terms
of positives detection, the system performance is the same for both cases: we detect
8 out of 10 existing positives, and as far as we stated that the number of positives
is the same for both populations, we obtain the same number of positives, namely
Posout = 0.2×Pos. But in terms of false positives detection, things are very different:
the number of negatives for Neg2 for population 2 is Ir2/Ir1 = 5 times larger than
for population 1, and therefore the total number of false positives at the output of
the system will be 0.2×Neg1 for population 1 and 5× 0.2×Neg1 for population 2.
Thus, the precision for population 1 will be 0.8× Pos/(0.8× Pos + 0.2×Neg1) and
the precision for population 2 will be 0.8× Pos/(0.8× Pos + 5× 0.2×Neg1), which
undergoes a lower value. Conclusion: although the ROC curve plot is the same for
both populations, the output of the system is much less accurate in terms of precision
for the population with the greatest imbalance rate.

In order to tackle this pitfall, we propose the use of sensitivity-FAR curves as
variation of ROC curves. Sensitivity FAR curves show a similar graph than ROC
curves, but it is stretched or shrank depending on the ratio of false positives over the
real positives. All the sensitivity-FAR curves start at (0,0), but different curves finish
at different FAR levels, and FAR is not bounded to 1. In this sense, sensitivity-FAR
curves convey insightful information for the case of imbalanced problems. The length
of the curve can be used as an estimate of the performance of the system. Figure
4.4 shows an example of two sensitivity-FAR curves associated with two different
classifiers.

PR curves

Precision-recall curves (PR curves) is a standard evaluation technique in the infor-
mation retrieval community [11]. Precision is a measure in the interval [0,1] defined
as the ratio of true positives detected over all the system output. It will be one when
the system detects only positives, and zero when the system detects only negatives.
In this way, a low precision value is associated with a high number of false positives,
and it can be viewed as a measure of noise at the output stage. Recall -a synonym
of sensitivity- is a measure in the interval [0,1] defined as the ratio of true positives
detected over the total number of positives. It will be 1 when the system detects all
the existing positives, and 0 when no positive is detected. For imbalanced problems,
both measures together give more information than ROC curves. In ROC curves,
precision is substituted by 1-specificity, or false positive ratio, and so the proportion
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Figure 4.4: Sensitivity-FAR curve plots the true-positive rate (sensitivity) vs. the
FAR value.

between positives and negatives is not taken into account. PR-curves are not nec-
essarily monotonic, and they can start from a different coordinate point. The area
under the PR curve has not the same straightforward analysis than in ROC curves,
but it works as a good estimate for the classifiers performance. Figure 4.5 shows an
example of two PR-curves for two imaginary classifiers in two different problems. The
dotted lines corresponds to the threshold precision obtained by the trivial classifier
which classifies every sample as a positive.
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4.4.2 Graphical methods

In addition to the numerical measures formerly described, which convey a quantita-
tive assessment of the performance of the system from different points of view, we
successfully applied diverse graphical methods for a qualitative visual assessment of
performance. Among these methods, self organized maps (SOMs), framed-positives
mosaics, and sequences sheets arise as the most useful techniques.

Self Organized Maps

Self Organizing Maps (SOMs) or Kohonen networks [51] are a specific type of neu-
ral networks which provide the possibility of reducing the dimensionality of complex
multivariate data sets, allowing their visualization in a 2-dimensional representation.
By producing easily comprehensible maps, SOMs offer a technique for visual under-
standing and interpretation of hidden structures and correlations in the input dataset.
Several works have been published referring medical applications using SOMs in a
wide range of fieldworks, including classification of craniofacial growth patterns [60],
extraction of information from electromyographic signals [21], magnetic resonance im-
age segmentation [40], cytodiagnosis of breast carcinoma [86], classification of renal
diseases [11], and drug design [6], among others. In SOMs, the sample vectors are
assigned to the most similar prototype vector, or best-matching unit (BMU), formally
c(x) = argmini{‖x−mi(t)‖}, where mi are the prototype vectors, and x is the sample
vector for which the BMU is determined. The learning process itself gradually adapts
the model vectors to match the samples and to reflect their internal properties as
faithfully as possible, which means that input vectors which are relatively close in
input space should be mapped to units that are relatively close on the lattice. To
achieve this, the training algorithm updates the model vectors iteratively during a
number of training steps t, where a sample x(t) is selected randomly, and then the
BMU and its neighbors are updated as follows:

mk(t + 1) = mk(t) + α(t)hc(x)k(t)[x(t)−mk(t)] (4.12)

where α(t) is the learning rate (which is decreasing monotonically over time) and
hc(x)k(t) is the neighborhood kernel. The neighborhood kernel determines the in-
fluence to the neighboring model vectors and its radius s(t) is also decreasing with
time. Thus, the learning process is gradually shifting from an initial rough learning
phase with a big influence area and fast-changing prototype vectors to a fine-tuning
phase with small neighborhood radius and prototype vectors that adapt slowly to the
samples.

One of the scenarios where SOMs showed to provide a most useful help was related
to the assessment of the characterization power of a plausible set of features. In this
sense, we can use SOMs in order to validate whether certain descriptors are suitable
for the characterization of a specific trait in frames or sequences. This technique takes
profit of the ability of the SOM maps to create organized structures. If the descriptors
are well defined, the provided maps are expected to present a coherent organization of
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the data, showing a gradient in the presence of the trait which the descriptors are set
to characterize. This allows the definition of regions in the map where the presence
and the intensity of the trait the descriptors address is more accentuated, and regions
where the presence of the traits is not visible. In the case that the descriptors do
not characterize properly the sought traits, the SOM map is expected to present a
random organization. Figure 4.6 (a) shows a SOM created using a set of frames, with
a set of useful descriptors for color characterization purposes. Each cell of the SOM
represents a cluster of frames sharing similar descriptors, and a representative frame
is visualized as the cell prototype. It can be seen that all the representative frames of
each cell show a well defined gradient in terms of color. Figure 4.6 (b) shows the same
set of frames, but using an inefficient set of descriptors for color. In this case, the
organization of the map is apparently random, and the conclusion obtained is that
the descriptors used in (b) are not suitable for color characterization. The bottom
row shows a sample of frames belonging to the cluster for which the cell image in the
SOM is the best matching unit.

In addition to the former, we used SOMs as a tool for the edition of training
sets. As we stated before, if the descriptors are characterizing the frames in a proper
way, the SOMs appearance is graded, well structured -not random-, and cells which
are far away correspond to different patterns. Specifically speaking, if the elements
of each cell are very similar, which numerically corresponds to a low quantization
error, and the best matching units for a given vector are adjacent, which numerically
corresponds to a low topographic error [79], we can select cells placed in opposite
extremes of the SOM in order to define the positives and negatives examples of a
training set. This training set can be used to train classifiers to automatically define
the borders between the two classes.

Framed-positives mosaics

Framed-positives mosaics are a graphical tool consisting of a deployment of the frames
from a video test in a sequential way, following the shape of a mosaic. Each frame
which has been labelled by the system as a positive is surrounded within a square.
Figure 4.7 renders an example of a framed-positives mosaic. This method lets the
expert assess performance in a qualitative way at a quick glance just by examining
the response of the system in terms of sensitivity (paying special attention to the
positives which have not been labelled) and precision (paying special attention to the
negatives which have been framed). This is necessary since for some applications, we
cannot label all positive frames -for instance, the rejection of intestinal juices based
on bubble detection-.

In addition to the former, a numerical analysis may be easily performed from
framed-positives mosaics. The methodology used is straightforward and is explained
as follows: 1) In the first step, the specialist checks the positives exclusively, marking
all those frames where there is a discrepancy -i.e., the false positives-. 2) Then, the
specialist checks the non-framed images marking every discrepancy -i.e., the false
negatives. 3) Finally, the specialist counts the false positives and the false negatives
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(a) (b)

Figure 4.6: Two different SOMs. (a) This SOM was constructed with color mean-
ingful feature. (b) This SOM was constructed using features which did not carry
color information.

Figure 4.7: Framed mosaic. The positives are framed with a colored square, pro-
viding a tool for qualitative visual assessment. Quantitative assessment can by per-
formed by manual checking and counting.
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and uses them in order to calculate the performance measures, using the number of
positives and negatives provided by the system. We used this strategy employing
both paper impressions and image files. The former imply the use of pens for the
image marking, the manual recount of the mistakes and the manual calculation of the
performance measures. The latter are automatically implemented in a graphical tool.

Drag-and-drop color mosaics

Drag-and-drop color mosaics are a graphical tool which provides the specialist with
a snap-shot of the distribution of the different events in one video. The video frames
are deployed in a sequential way from left to right and top to bottom. Each frame
is represented with a different color depending on its type. For instance, the central
frame of a contraction finding can be visualized in black, the turbid liquid frames
in beige, the wall frames in red, etc. Now, the specialist can have access to the
visualization of each individual frame by clicking on it, or rendering a whole video
sequence by dragging the mouse over the selected area. This provides a qualitative
overview of each region, and may be used for the visual assessment of performance of
the system when multiple events occur in a single frame -for instance, the contraction
findings falling into a turbid sequence-. Figure 4.8 shows an example of a drag and
drop color mosaic.

Figure 4.8: Drag-and-drop color mosaics allow the expert to select a region which
the system identified as tunnel, wall, turbid of contraction frames for visual inspection
-a wall frame (orange) is rendered-.
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Sheets of positives sequences

The sheets of positives sequences allow the visualization of the dynamic behavior of
a sequence of frames. They consist of 25 sequences of frames with the same length.
The length of the sequences can vary depending on the application: for instance,
the 9 frames sequences are suitable for the analysis of the contractions suggested by
the system at the output stage. On the other hand, sequences of 23 frames can be
used to assess the bound of 9 frames as the optimal bound for a contraction sequence
characterization. Beside each sequence, the clinical time and frame index are shown,
so the expert can easily access the video sequence in the video visualization tool and
contrast its dynamic impression. The sheets of positives sequences can be used in
order to measure the precision of the system when it is not possible to label positives
previously. Figure 4.9 shows one sheet of positives sequences for 23 frames. The
central frame corresponds to the center of the sequence, and therefore, the frame
which is finally labelled as a positive -for this example, the central frame refers to
findings of intestinal contractions-.

Figure 4.9: Sheets of positive sequences. The frame time and the frame index are
referred to the central frame (in blue).
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Chapter 5

A cascade system for phasic
contractions detection

Figure 5.1: Cascade system for intestinal motility assessment. The input is the
video study and the output are the intestinal contraction frames suggested by the
system. Each stage rejects sequences of non-contractions. The global performance
can be tuned by the set of parameters P .

Our system is deployed in a sequentially modular way, namely, a cascade, as pic-
tured out in Figure 5.1. Each part of the cascade receives as an input the output
of the previous stage. The main input consists of the video frames, and the main
output consists of the frames suggested as contractions. The rejected frames are dis-
tributed among three different stages: a first stage detecting dynamic patterns related
to intestinal contractions, where most of the non-contractions frames are filtered; a
second stage, removing non-valid frames due to occlusions or a wrong orientation of
the camera, as described in section 3.3, and a final classification stage based on a
support vector machine classifier (SVM) [79], where the final output defines the sug-
gested contractions. The learning steps of each stage of the cascade involve a set of

59
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parameters P for tuning the classification performance. The turbid frames step and
the final classification step consist of two support vector machine classifiers trained
with a data set which has been labelled from previous studies. Through the following
paragraphs, we provide a detailed description of each specific stage of the cascade.

5.1 Stage 1: Detecting dynamic patterns

The aim of the first stage is to pre-filter all the video frames according to the visual
pattern of phasic contractions described in section 3.2. Taking into account that
when the lumen is closed, all the light provided by the illumination leds carried by
the camera is reflected by the intestinal walls, and that in a reciprocal way when the
lumen is open the light is dissipated along the intestinal tube, a reasonable approach
can be faced by using the image global illumination as an indicator of the presence
of a closed or open lumen. This is implemented by means of the normalized intensity
f1(n), defined in Equation 5.1.

f1(n) = In −
∑4

i=−4 In+i

9
(5.1)

For each frame n, we take into account the 4 previous and the 4 following frames.
For each one of these 9 frames, we calculate the overall intensity, In+i, i = −4...4,
as the sum of the intensity values of its pixels. The final value of f1(n) represents a
normalized intensity of the central frame within the 9 frames sequence. Should the
central frame n be darker than its neighbors, the difference in f1(n) would tend to
be negative, and viceversa. For the specific visual pattern of phasic contractions, the
presence of an open lumen in the previous and following frames makes the central
frame of a sequence of an intestinal contraction have a higher value of intensity than
its neighbors. Thus, f1(n) is designed in order to present a high value when the central
frame of a 9 frames sequence corresponds to an intestinal contraction, presenting a
random pattern for non-contractions. A plot of f1(n) for (a) one contraction sequence
and (b) one arbitrary sequence of 9 frames is pictured in Figure 5.2. Figure 5.3 shows
a sequentially deployed mosaic of 135 frames from left to right and from top to down,
spanning 1 minute and 7.5 seconds of a video sequence. The top plot corresponds to
the value of f1, showing one value for each frame in the mosaic; the contractions are
bounded by a green frame, and their corresponding position in the plot is marked with
a green line. The pictured contractions undergo a local maximum in f1 corresponding
to the closed lumen.
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(a)

(b)

Figure 5.2: Pattern of f1 for (a) one contraction and (b) one random sequence
(solid blue line). The dashed red line corresponds to the averaged pattern of all the
labelled intestinal contractions.

The discrimination of the frames into positives, which are to pass to the stage 2,
and negatives, which are to be rejected by the system, is implemented by means of the
application of a threshold P1 over the normalized intensity f1(n), defined in Equation
(5.1). Thus, a discriminant function g1 may be formulated in the following way:

g1(n) =

{
1, if f1(n) > P1

−1, otherwise
(5.2)

The dynamic patterns associated with intestinal contraction are those for which
g1(n) = 1, rejecting all the frames with g1(n) = −1. This first stage has got one
tuning parameter P1 associated with it.

5.2 Stage 2: Rejection of wall, tunnel and turbid
frames

The aim of stage 2 is to reject those frames which are to be not valid for analysis
according to the specifications described in section 3.3, namely, the turbid frames and
those frames where the camera is focusing on the intestinal wall (wall frames). In
addition to this, those frames where the lumen appears static for a long sequence of
time are rejected as well, as these frames do not carry motility information (tunnel
frames). The wall and tunnel frames characterization is based on the intestinal lumen
area descriptors, while the turbid liquid characterization is based both on texture and
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Figure 5.3: An example of capsule endoscopy video, which has been sequentially
deployed for visualization purposes. Some intestinal contractions can be distinguished
surrounded by a red square. The pattern described by f1 shows a local maximum at
the labelled contractions

color descriptors. Figure 5.4 renders a set of example sequences of (a) turbid, (b) wall
and (c) tunnel frames.

5.2.1 Wall and tunnel frames

Both wall and tunnel frames are characterized by not carrying motility information,
although they have different sources of origin. The former are due to the stable
orientation of the camera towards the intestinal wall, keeping the intestinal lumen out
of the field of view, while the latter corresponds to a stable orientation of the camera
focusing the intestinal lumen for a span of time where no motility activity is present
(in this sense, the resulting sequences show the intestinal lumen as a tunnel, during
an undefined period of time). In these frames, the area of the intestinal lumen reveals
itself as the most important source of information for characterization purposes.
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(a)

(b)

(c)

Figure 5.4: Three example sequences of (a) turbid, (b) wall, and (c) tunnel frames.
The system detects and rejects these sequences as system negatives in the second
stage.

Lumen detection

The intestinal lumen appears as a dark hole surrounded by the clear intestinal walls
in capsule endoscopy images. In order to estimate the lumen area, a Laplacian of
Gaussian filter was applied (LoG)[71]. The LoG filter is a second derivative of Gaus-
sian symmetric filter with a tuning parameter σLoG which plays the role of a scale
parameter. The output of the LoG is high when a dark spot is found, providing a
higher response the closer the diameter of the spot is, fitting the span of the Gaussian
defined by σLoG, and the higher the contrast is between the dark spot and its bounds.
Figure 5.5 renders the typical Mexican hat shape of a LoG filter; the σLoG parameter
controls the width of the bell.

The value of σLoG was fixed to σlum = 3, the minimum size of the lumen in
the central frame of a contraction sequence (this was straightforward to obtain after
testing different values of several contraction sequences). The whole procedure for
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Figure 5.5: The Laplacian of Gaussian filter.

the lumen detection is represented in Figure 5.6 and graphically explained in Figure
5.7:

Figure 5.6: Lumen detection procedure.

For each frame, the LoG filter is applied in order to obtain Ilap:

Ilap(n) = LoGσlum
(In) (5.3)

Following, a binary image is created by means of a grater-than-zero threshold over
Ilap as:

Ibin
lap (n) = F (x, y) =

{
1, Ilap(n)(x, y) > 0
0, otherwise

(5.4)

Finally, we label all the connected components obtaining several blobs [43]. In
case that only one blob is obtained, its area f2(n) is taken as the lumen area from:
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f2(n) =
∑

pixels

Ibin
lap (n) (5.5)

In case that several blobs are found, we obtain f2 from IbinMAX

lap (n), defined as the
binary blob image containing the j-blob with the highest response of the filter (i.e.,
presumed the one with the highest contrast and best fitting in size) which is calculated
based on the function:

f3(n) = max
i

∑

pixels

(
Ibini

lap (n)*Ilap(n)
)

, i = 1...M (5.6)

where * represents the element-by-element product of the two image matrices, M is
the number of connected components in Ibin

lap , and Ibini

lap is the binary image containing
the ith-connected component of Ibin

lap . The last row in Figure 5.7 shows an example of
application of this technique in one video sequence: the first row shows the original
sequence of frames, the second row shows the LoG filter response, the third row shows
the binary blob image, and the final row shows the lumen segmentations obtained.

Figure 5.7: (First row) Original sequence, (second row) LoG filter response,(third
row) binary blob and final lumen segmentation for the nine frames of an intestinal
contraction sequence.

Tuning the σlum value

The LoG filter plays the role of a hole detector tuned to the minimum size which
the lumen presents during an intestinal contraction. In this sense, it is important to
notice that the response of the hole detector must distinguish between the image of a
contracted lumen and the image of an intestinal wall, where no lumen is present. For
the former, the filter should provide some value which indicates that a closed lumen
is present, while for the latter the filter should provide a null value, indicating that no
lumen is shown in the analyzed frame. With the aim of achieving the optimal value for
σ, we developed multiple experiments over a pool of selected intestinal contractions,
testing several values of σlum in an empirical intensive way.
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Wall and tunnel frames discrimination

Both wall and tunnel frames are described by means of the sum of the area of the
lumen throughout the sequence of 9 frames. The subsequent characterization of wall
and tunnel frames is straightforward: the system classifies a frame as a wall frame if
the sum of the lumen area throughout the 9 frames sequence is less than a certain
threshold TT , while the same frame is classified as a tunnel frame if the sum of the
lumen area throughout the 9 frames sequence is greater than certain threshold TW .
This approach may be formulated through the discriminating functions gW and gT

as:

gW (n) =

{
1,

∑i=4
i=−4 f2(n + i) < TW

−1, otherwise
(5.7)

gT (n) =

{
1,

∑i=4
i=−4 f2(n + i) > TT

−1, otherwise
(5.8)

Thus, the n-frame is characterized as a wall frame if gW (n) = 1, and as a tunnel
frame if gT (n) = 1. Notice that both tunnel and wall are mutually exclusive.

5.2.2 Intestinal content

In those portions of the gut with a high content of intestinal juices, the visual field
appears occluded by a hazing turbid liquid. If the visual area covered by the fluids is
large enough, then no useful information about intestinal motility can be inferred from
the images. This issue has a relevant importance, since both the normalized intensity
f1 and the lumen descriptors f2 and f3 show a random behavior in the presence of
turbid liquid. For the characterization of turbid liquid we tested two different strate-
gies, namely, color histogram matching and SVM classifiers. In some fasting studies,
the intestinal content may be present in the fashion of bubbles. For this specific case,
which may achieve a high relevance, we propose a textural characterization based on
Gabor filters.

Color characterization: SVM classifier

A completely different approach was followed in order to try to avoid the implicit
decision threshold associated with the histogram matching technique. In this sense,
we relayed the decision of classifying a frame as a turbid frame on SVM classifier,
which requires two main generalized parameters to be set, namely, the kernel type
and the kernel parameter. Some of the most typical kernels used in the literature
consist of linear kernels, polynomial kernels and radial basis functions kernels. We
tested all these types of kernels to obtain the most suited to our specific problem.
The SVM classifier is trained with samples of turbid and non-turbid frames. In order
to establish the set of features to be used, we tested four different alternatives.
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1. RGB quantization: We performed a color quantization grouping all the 256×
256×256 = 16, 777, 216 colors of the RGB space into a reduced space of 8×8×
8 = 512 values.

2. RGB mean: For each frame, the average value of the RGB components was
calculated (3 featues).

3. LAB quantization: We followed the same procedure described for the RGB
quantization, but using the LAB color opponent codification (512 features).

4. AB mean For each frame, the average value of the AB components of the LAB
vector was calculated (2 features).

The RGB and LAB color codifications differ, mainly, in the way in which both
methods distribute the intensity and chrominance information [88]: for the former,
each channel carries all the information related to the color component (red, green
and blue), and the final color of the pixel is the sum of the contribution of all its
components. On the contrary, the LAB codification decouples the intensity and
chrominance: the L component carries the intensity information, while the A and
B components carry the chrominance information (explicitly, A = magenta − green
and B = blue− yellow).

Once the classifier is trained, the support vector machine classifies all the video
frames into turbid and non-turbid. In order to incorporate the dynamic characteristics
of the intestinal contractions as performed in the first stage, we adopted as a final
criterion the rejection of those frames with more than 4 neighbors labelled as turbid
frames within the 9 frames sequence (the number of 4 frames was strictly based on
the experts’ assessment), letting the remaining frames pass to the next step.

Texture characterization of bubble frames

Bubble frames are a specific case of intestinal juices, which are especially common
in fasting videos, and which can provide useful information regarding physiological
variables related to intestinal motility. The main trait that distinguishes bubble
frames, as shown in Figure 5.8, is their specific aspect in terms of texture. In order
to take profit of this issue, we tackled the texture characterization for bubble frames
by means of Gabor filters [1, 56, 25], which have shown to provide good results in
several applications involving texture analysis.

A Gabor filter can be viewed as a sinusoidal plane of particular frequency and
orientation, modulated by a Gaussian envelope. These filters have been shown to
possess good localization properties in both spatial and frequency domain and have
been successfully applied in multiple tasks such as texture segmentation, edge de-
tection, target detection, document analysis, retina identification, image coding, and
image representation, among others [1, 81]. The filter response of a Gabor filter can
be written as follows:
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Figure 5.8: Different frames showing intestinal juices which occlude the visualiza-
tion field

H(u, v) =
1

2πσuσv
e
− 1

2 [
(u−u0)2

σ2
u

+
(v−v0)2

σ2
v

]
(5.9)

where σu = 1
2πσx

and σv = 1
2πσy

. In this sense, the Gabor function can be pictured
as a Gaussian function shifted in frequency to position (u0, v0) -referred to as the
Gabor filter spatial central frequency- and at an orientation of tan−1 u0

v0
. The σx

and σy parameters are the standard deviation of the Gaussian envelope along X
and Y directions and determine the filter bandwidth. Thus, the set of parameters
(u0, v0, σx, σy) completely defines a Gabor filter which is to provide a high response
in all those regions of the image showing their energies concentrated near the spatial
frequency point (u0, v0). By modifying these scale and orientation parameters, we
obtain different Gabor filters, which make up a bank of filters. Gathering all the
single filter responses so as to obtain the global response of the bank of filters, we
defined an overall Ibub

n image as:

Ibub
n =

Numsc∑

i=1

Numor∑

j=1

abs{Ii,j
n } (5.10)

where Ii,j
n represents the resulting response image of applying the filter with orien-

tation i and scale j over the frame n, and Numsc and Numor are the number of
selected scales and orientations in the bank of filter. As the response Ibub

n is expected
to be high in those regions of the frame where the bubble pattern is present, the area
of bubbles can be calculated by means of a threshold on the Ibub

n response.

5.3 Stage 3: The final classifier

The last stage of our approach consists of a SVM classifier with a radial basis functions
kernel, represented by the formula:

Krbf (x, xi) = exp
−|x− xi|2

2σ2
, γ = 1/(2σ2) (5.11)
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Stage three receives as an input the output of the second stage of the cascade, with
an imbalance ratio which has been typically reduced from 1:50 to 1:5 frames. The
output of the support vector classifier consists of frames suggested to the specialist
as the candidates for intestinal contractions in the analyzed video. The choice of
the SVM is underpinned by its robust mathematical background, being one of the
most widely used classification techniques, with a remarkable success in multiple and
diverse applications through the recent years [41]. An extended analysis about the
suitability of the SVM classifier for this specific stage is developed in the discussion
in Chapter 10. The γ parameter controls the operation point of the support vector
classifier, and corresponds to the fourth tuning parameter of the system, P4.

In order to characterize the intestinal contractions, a set of 33 features was com-
puted. These features included: the 3 previously described functions f1, f2 and
f3; 6 textural features obtained from the co-occurrence matrix [75] of the original
gray-level image after gray level normalization: energy, entropy, inverse differential
moment, shade, inertia and promenance [65]; 18 features obtained form Rotation
Invariant Uniform Local Binary Units operator (LBPriu2) applied in a circular sym-
metric neighborhood N of radius R, using N = 16 and R = 2 [66]; and finally, 6
statistical features: standard deviation, skewness and kurtosis calculated on the nor-
malized gray level image and the local binary pattern vector. As performed in the
previous stages, a feature vector was constructed taking into account the previous
and following 4 frames, so that a final 33x9 = 297 dimensional feature vector was
assigned to each frame. In order to address the high dimensionality of this feature
space, a sequential forward feature selection method was applied [46].
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Chapter 6

Experimental results

In this chapter, we present the experimental results of our research in the automatic
detection of phasic contractions. We expose our outcome split into two parts. In the
first part, we develop the study of each stage of the cascade system, providing their
performance analysis and describing the different techniques used for their validation.
We present the global performance of our system using different quantitative mea-
sures. In the second part, we assess the ability of our system to provide a reliable
pattern of intestinal contractions, paying special attention on the assessment of its
accuracy in terms of the intra- and inter-observer variability provided by the experts.

Our experimental tests were performed using 10 videos obtained from 10 different
fasting volunteers (without eating or drinking in the previous 12 hours to the study),
aged between 22 and 33, at the Digestive Diseases Dept. of the General Hospital
de la Vall D’Hebron in Barcelona, Spain. The endoscopic capsules used were devel-
oped by Given Imaging, Ltd., Israel [39]. The capsules dimensions were 11x26 mm,
contained 4 light emitting diodes, a lens, a color camera chip, two batteries with a
mean life of about 6 hours, a radio frequency transmitter, and an antenna. The cap-
sule acquisition rate was two frames per second with a resolution of 256x256x24-bit.
For each study, one expert visualized the whole video and labelled all the frames
showing intestinal contractions between the first post-duodenal and the first cecum
images. These findings were used as the gold standard for testing our system, which
was trained following a leave-one-out strategy. From now on, we associate positives
with contraction sequences and negatives with non-contraction sequences. Our sys-
tem provides an output in terms of positives, i.e., the output of the system consists
of those video sequences which the system labels as ”contractions”, rejecting as neg-
atives all the sequences which the system labels as ”non-contractions”. The following
sections analyzes the performance of our system in terms of positives detection and
negatives rejection. In this sense, each stage can be viewed as a black box with both
an input and an output, and a set of configuration parameters P . In order to accom-
plish a detailed system performance analysis of our approach, we provide the study
of each separate stage in the cascade, and finally, we provide the overall performance

71
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outcome.

6.1 First Stage: Detection of dynamic patterns

As we stated in section 5.1, the primary aim of stage one was to pre-filter as many
frames as possible, reducing the imbalance rate without a significant loss in contrac-
tions, by means of a threshold P1 on the feature f1. This lets the system keep most
of the dynamic patterns associated with contractions and reject a large amount of
sequences. For each video j, we calculated P j

1 so that 99% of the labelled findings
passed to stage two. We calculated the final value of P1 as an overall mean over P j

1 ,
as:

P = avgj(P
j
1 ), j = 1...10 (6.1)

obtaining P1 = 0.20 with σP1 = 0.08.

The validation of this stage consisted of a qualitative analysis of the false negatives,
i.e., the contraction sequences which were rejected. Should the first stage be well
defined, no clear pattern of intestinal contraction might be rejected, and we expected
that only doubtful patterns should not pass to stage two. In order to accomplish
this graphical analysis, we used the sheets of positives sequences to check the visual
appearance of the false negatives.

6.1.1 Results

The performance results for this stage can be analyzed in Tables 6.1 and 6.2. For
each stage, certain number of frames arrive at the input (column Frames), containing
a number of intestinal contractions labelled by the expert (column Findings); the
quotient Non-contraction frames/Number of findings represents the imbalance rate
at the input of the stage (column Imbalance Rate). The output columns consist
of the number and the percentage of frames and findings passing to the next stage,
and the resulting imbalance rate. In addition to this, the rate of missing findings,
i.e., findings which were wrongly filtered as non-contractions, and the rate of non-
contractions frames, i.e., non-contractions which were wrongly detected as contrac-
tions, is provided. The following paragraphs deploy a detailed analysis of each stage,
paying special attention to the reduction in the imbalance rate and the accuracy of
the classification performed.

Table 6.2 shows that the overall number of frames at the output of stage one is
about 11% the input, i.e., the system rejects 89% of the frames in this stage. But
despite this high reduction in the number of frames, almost every finding was kept
(97%), i.e., just about a 3% of the findings were wrongly rejected as non-contractions.
At the output of stage one, the imbalance ratio was reduced about 10 times, from
61.3 to 6.9.
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Table 6.1: Imbalance rate at the input of the first stage of the cascade

INPUT
Study Frames Findings Imb.

Rate
Video 1 29444 747 39.4
Video 2 28803 529 54.4
Video 3 27816 575 48.4
Video 4 38885 733 53.0
Video 5 17619 356 49.5
Video 6 27360 476 57.5
Video 7 27176 918 29.6
Video 8 12620 150 84.1
Video 9 25994 206 126.2
Video 10 27967 397 70.4

Avg: 61.3

Table 6.2: Performance analysis for the first stage of the cascade

OUTPUT
Study Frames (%) Findings (%) Imb. Missed Non-Cont.

Rate Findings (%) Frames (%)
Video 1 3192 10.84 720 96.39 4.4 27 3.61 2472 77.44
Video 2 3027 10.51 502 94.90 6.0 27 5.10 2525 83.42
Video 3 3185 11.45 561 97.57 5.7 14 2.43 2624 82.39
Video 4 4025 10.35 717 97.82 5.6 16 2.18 3308 82.19
Video 5 1849 10.49 349 98.03 5.3 7 1.97 1500 81.12
Video 6 2943 10.76 459 96.43 6.4 17 3.57 2484 84.40
Video 7 2903 10.68 890 96.95 3.3 28 3.05 2013 69.34
Video 8 1366 10.82 143 95.33 9.6 7 4.67 1223 89.53
Video 9 2953 11.36 198 96.12 14.9 8 3.88 2755 93.29
Video 10 2948 10.54 385 96.98 7.7 12 3.02 2563 86.94

Avg: 10.78% 96.65 6.9 3.35% 83.01%

6.2 Second Stage: Detection of non-valid frames

6.2.1 Wall and tunnel frames

The wall and tunnel frames detection was performed by means of the parameters
TW = P2 and TT = P3 of the discriminant functions gW and gT defined in Equa-
tions (5.7) and (5.8). A further analysis about alternative implementations of these
discriminant functions and their impact on the obtained results is presented in the
discussion in Chapter 10.

In order to set the P2 and P3 parameter values and assess the performance of the
wall and tunnel detectors, we obtained the framed-positives mosaics of each video.
We constrained the analysis of each video to a region of 30 minutes which was chosen
after checking by visual inspection, using the video visualization tool, the presence of
wall and tunnel frames. We applied the wall and tunnel detectors over the selected
video regions, and repeated this procedure 10 times, modifying on each run the P2,3
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values in an increasing way. We tested the following interval values, which were split
in 10 in a linear way: P 2

int = [0, 100] and P 3
int = [200, 1000]. Based on the framed-

positives mosaics analysis, we set P2 = 50 and P3 = 650, and performed the wall and
tunnel classification step over the 10 videos test pool.

6.2.2 Intestinal juices

Color characterization

The classification of the frames into turbid and not-turbid was performed by a SVM
classifier. In this step, we focused our efforts on answering two main questions: 1)
which the most suitable feature set for color characterization of turbid frames is, and
2) which the most suitable kernel for the SVM is.

Regarding the most suitable feature set for color characterization, we used SOMs
in order to obtain a qualitative feedback about the distribution of the video frames
in terms of the SOM map. For each video, we created the SOM associated with each
feature space described in section 5.2.2, namely, RGB quantization, RGB mean, LAB
quantization and AB mean, using all the frames from each video. Thus, for each video
we obtained 4 different SOM maps. We selected the map which visually showed the
highest degree of organization. This is a subjective selection which was performed
by 4 different members of our group. The results was unanimous: for all the 10
videos, the mean AB SOM resulted the one with the highest degree of organization in
terms of color, showing clear gradients and coherent contents for each cell -i.e., cells
contained frames which were visually similar in terms of color-. The qualitative visual
result was assessed by the SOM mean quantization error, which resulted smaller for
the mean AB space in all the cases. Regarding the SVM kernel, we tested some of
the most typical kernels used in the literature: linear, polynomial and radial bases
functions. The best results in terms of classification error were obtained by the radial
basis function kernel with γ = 0.1.

Texture characterization: bubble detection

In terms of color, the bubble frames share similar characteristics to the rest of turbid
liquid. In this sense, the bubble detector does not detect new frames which have not
been previously detected by the color characterization, but identifies those which share
the textural characterization of bubbles, and which may carry clinical information for
the specialists.

In order to characterize the textural information of the bubble filters we con-
structed a bank of Gabor filters. For this aim, we used 4 different directions oriented
at 00, 450, 900 and 1350, using 4 different σ values of (1, 2, 4, and 8), with an overall
result of 16 filters in the bank -Figure 6.1 shows the power spectrum of this bank
of filters-. The optimal number of directions and scales was obtained throughout an
extensive empirical search and its analysis over framed-positives mosaics.
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Figure 6.1: Filter response (power) for a bank of Gabor filters with 4 different
orientations (columns) and 4 different scales (rows)

Figure 6.2 renders the original image, the Ibub
n filter response, and the segmented

area of intestinal juices for 4 different sets of frames: (a) showing the wrinkles and
folds of the intestinal wall, but low presence of bubbles; (b) showing intestinal juices
covering about 50% of the visualization field; (c) intestinal juices covering a great part
of the visualization field, and (d) sporadic single bubbles and rests of food. A high
response can be observed in the area containing bubbles, independently of their size
and distribution -even in the case of single bubbles (d)-. In contrast, those frames
which do not show the bubble texture produce a low response image, even when some
textural contain, such as wrinkles, or folds of the intestinal walls are present. Finally,
some little pieces of food can be detected by the filter as small single bubbles (see
the little spot on the top of the first frame of Figure 6.2 (d)). The response images
were cropped in a 7% using a circular mask which was applied so as to eliminate the
typical high response of the filter at the boundary of the field of view.

In order to characterize the filter output associated with the bubble pattern, by
means of a threshold on Ibub

n , the specialists selected a pool of 100 frames, where
the area containing bubbles was delimited by hand, and a random set of 300 frames
where no bubbles were present. We applied an exhaustive search over a threshold
on In to obtain a binary image defining two exclusively complementary areas in the
frame: the region with intestinal juices and the region with no evidence of intestinal
juices. The final threshold was searched in an iteratively convergent algorithm which
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(a) (b)

(c) (d)

Figure 6.2: Original image, filter response and segmented area of intestinal juices
for 4 different sets of frames (a, b, c and d)

compared the areas obtained by the given threshold value with those described by
the specialists. We applied an error function under the criterion of the maximization
of the overlap of the region of bubbles defined by the procedure with the region of
bubbles defined by the specialists, and the minimization of the area of the wrongly
detected of regions of bubbles.

Finally, we considered as not valid for analysis those frames where the detected
region of bubbles was greater than 50% of the useful visualization area, following the
specialists recommendations. We run the described method over the testing pool of 10
videos, obtaining the non useful sequences for all of them. For the system validation,
we randomly chose 200 frames categorized as valid and 200 frames categorized as
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non valid, we shuffled them, and we provided them to the specialists to be labelled
as bubble and non-bubble frames. Our system obtained an overall result of 98%
of agreement in the case of the non valid frames -only 8 out of 200 frames labelled
as non valid were wrongly detected by the system- and a 95% of agreement in the
case of valid frames -10 out of 200 valid frames were wrongly labelled as containing
intestinal juices in shape of bubbles-. The main source of error was detected in one
single video where the intestinal walls presented an unusual colored spot-like texture,
which underwent a high response in the bank of filters, resulting in a mislabelling as
non valid frame. Figure 6.3 shows the positives framed mosaic for 5.25 minutes of a
video. Notice the good precision of the detector and the low sensibility to the wrinkle
patterns.

Figure 6.3: Positives framed mosaic for the intestinal content detection.
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6.2.3 Results

For the analysis of this stage, we joined both the frames rejected by the wall and
tunnel detector, and the turbid liquid detector. The performance results are shown in
Tables 6.3 and 6.4. At the output of stage two, about 28% of the frames were rejected,
keeping 96% of the findings provided by stage one. The imbalance rate was reduced
to 4.6. In addition to this, the sum of the loss of findings, taking into account both
stage one and stage two, set the rate of detected contractions at the output of stage
two about 92.6%, as can be observed in the column % Findings in video in Table
6.4. As in the previous stage, the reduction of the imbalance rate is significant, while
the loss in contractions appears to be reasonable -only 4.23% of loss for the second
stage and an overall result of about 7.4% including stage one also-.

Table 6.3: Imbalance rate at the input of the second stage of the cascade

INPUT
Study Frames Findings Imbalance

Rate
Video 1 3192 720 4.4
Video 2 3027 502 6.0
Video 3 3185 561 5.7
Video 4 4025 717 5.6
Video 5 1849 349 5.3
Video 6 2943 459 6.4
Video 7 2903 890 3.3
Video 8 1366 143 9.6
Video 9 2953 198 14.9
Video 10 2948 385 7.7

Avg: 6.9

Table 6.4: Performance analysis for the second stage of the cascade

OUTPUT
Study Frames (%) Findings (%) Imb. Missed Non-Cont. % Findings

Rate Findings (%) Frames (%) in Video
Video 1 2774 86.90 697 96.81 4.0 23 3.19 2077 74.87 93.31
Video 2 2346 77.50 474 94.42 4.9 28 5.58 1872 79.80 89.60
Video 3 2623 82.35 548 97.68 4.8 13 2.32 2075 79.11 95.30
Video 4 3170 78.76 673 93.86 4.7 44 6.14 2497 78.77 91.81
Video 5 1740 94.10 341 97.71 5.1 8 2.29 1399 80.40 95.79
Video 6 2288 77.74 453 98.69 5.1 6 1.31 1835 80.20 95.17
Video 7 2692 92.73 869 97.64 3.1 21 2.36 1823 67.72 94.66
Video 8 804 58.86 134 93.71 6.0 9 6.29 670 83.33 89.33
Video 9 678 22.96 184 92.93 3.7 14 7.07 494 72.86 89.32
Video 10 1538 52.17 363 94.29 4.2 22 5.71 1175 76.40 91.44

Avg: 72.41 95.77 4.6 4.23 77.35 92.57
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6.3 Third Stage: Detection of intestinal contrac-
tions

Finally, the third stage, consisting of a SVM classifier with a radial basis function
kernel with γ = 0.01, provides the output of the system. Thus, we can analyze the
SVM from two perspectives: 1) the performance of the classifier, which takes into
account only the number of the samples and remaining findings at the input of stage
3, shown in Table 6.5, and 2) the global system performance, which takes into account
all video samples and findings which have been rejected along the previous stages.

6.3.1 Results

The output of stage three is at the same time the output of the system. Thus,
we can analyze the output of stage three both in terms of stage performance and
global performance. The stage performance is pictured in Table 6.6, while the global
performance analysis is deployed in Table 6.7 and will be the object of analysis in
the next paragraphs. Table 6.6 shows that the SVM classifier yields to a reduction
about 71% in the number of frames at the output, keeping the 75% of the contractions
provided by stage two. Moreover, the imbalance rate of the final data set is reduced
to 0.7.

Table 6.5: Imbalance rate at the input of the third stage of the cascade

INPUT
Study Frames Findings Imb.

Rate
Video 1 2774 697 4.0
Video 2 2346 474 4.9
Video 3 2623 548 4.8
Video 4 3170 673 4.7
Video 5 1740 341 5.1
Video 6 2288 453 5.1
Video 7 2692 869 3.1
Video 8 804 134 6.0
Video 9 678 184 3.7
Video 10 1538 363 4.2

Avg: 4.6

6.4 Global performance

Finally, the global performance of the system, viewing all the steps in the cascade
as a whole black box, can be faced in multiple ways. From a clinical point of view,
the experts are interested in assessing: a) how many of the existing contractions our
system is able to detect, namely, the system sensitivity, b) how many of the existing
non-contractions our system is able to reject, namely, the system specificity, c) which
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Table 6.6: Performance analysis for the third stage of the cascade

OUTPUT
Study Frames (%) Findings (%) Imb. Missed Non-Cont. % Findings

Rate Findings (%) Frames (%) in Video
Video 1 904 32.59 595 85.37 0.5 102 14.63 309 34.18% 79.65
Video 2 607 25.87 343 72.36 0.8 131 27.64 264 43.49% 64.84
Video 3 646 24.63 405 73.91 0.6 143 26.09 241 37.31% 70.43
Video 4 981 30.95 547 81.28 0.8 126 18.72 434 44.24% 74.62
Video 5 433 24.89 266 78.01 0.6 75 21.99 167 38.57% 74.72
Video 6 768 33.57 339 74.83 1.3 114 25.17 429 55.86% 71.22
Video 7 835 31.02 603 69.39 0.4 266 30.61 232 27.78% 65.69
Video 8 189 23.51 111 82.84 0.7 23 17.16 78 41.27% 74.00
Video 9 228 33.63 130 70.65 0.9 54 29.35 98 42.11% 63.11
Video 10 363 23.60 248 68.32 0.5 115 31.68 115 31.68% 62.47

Avg: 28.42 75.70 0.7 24.30 39.65 70.08

the ratio between real contractions detected and the total number of sequences at the
output of the system is, i.e., the system precision, and finally, d) a ratio between the
false contractions at the output of the system and the existing contractions in the
video, i.e., the system FAR.

Table 6.7 summarizes the performance results of the cascade system: Our approach
achieves an overall sensitivity of 70.08%, picking 80% for the study referred as Video
1. The high overall specificity value of 99.59% is typical of imbalanced problems, and
for this reason it is not generally useful for performance assessment tasks. However,
FAR and precision carry insightful information about what the output is like. The
resulting precision value of 60.26% tells us that 6 out of 10 frames in the output
correspond to true findings. FAR is similar, but in terms of noise (the bigger the
FAR, the larger the number of false positives), and normalized by the number of
existing contractions. For different videos providing an output with a fixed precision,
those with the highest number of findings in video will have lower FAR. In this sense,
a FAR value of one tells us that we have obtained as many false positives as existing
contractions in video. FAR and precision values are usually related, and Table 6.7
shows that the peeks of performance for both measures are found in the same two
studies (Video 6 and Video 7, outlined in bold type).

Table 6.7: Global system performance

Study Sensitivity Specificity FAR Precision
Video 1 595/747 79.65 29135/29444 98.95 309/747 41.37 595/904 65.82
Video 2 343/529 64.84 28539/28803 99.01 264/529 49.90 343/607 56.51
Video 3 405/575 70.44 27575/27816 99.13 241/575 41.91 405/646 62.69
Video 4 547/733 74.65 38451/38885 98.88 434/733 59.21 547/981 55.76
Video 5 266/356 74.72 17452/17619 99.05 167/356 46.91 266/433 61.43
Video 6 339/476 71.22 26931/27360 98.43 429/476 90.13 339/768 44.14
Video 7 603/918 65.69 26944/27176 99.15 232/918 25.27 603/835 72.22
Video 8 111/150 74.00 12542/12620 99.38 78/150 52.00 111/189 58.73
Video 9 130/206 63.11 25888/25994 99.59 106/206 51.45 130/228 57.02
Video 10 248/397 62.46 27852/27967 99.59 115/397 28.96 248/363 68.32
Avg: 70.08(±5.81) 99.12(±0.35) 48.71(±17.91) 60.26(±7.84)
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Table 6.8 and Table 6.9 show the specific detection rate of the intestinal contrac-
tions corresponding to the occlusive and non-occlusive patterns for 8 videos. Table
6.10 shows the overall detection rate joining both types. The comparison of the de-
tection rate for all the contractions in the specific case of occlusive + non-occlusive
set is plotted in Figure 6.4, showing a parallel behavior, except for videos 7 and 8,
where a slight decay in sensitivity is observed for occlusive contractions. An overall
sensitivity around 85% was achieved for the occlusive+non-occlusive set, peaking at
93.2% for video 5.

Table 6.8: Individual detection rates for occlusive contractions
Occlusive

Study Proportion Sensitivity
Video 1 125/747 16.7% 119/125 95.2%
Video 2 38/529 7.1% 36/38 94.7%
Video 3 59/575 10.2% 56/59 94.9%
Video 4 72/733 9.8% 66/72 91.7%
Video 5 32/356 8.9% 29/32 90.6%
Video 6 42/476 8.8% 37/42 88.1%
Video 7 178/918 19.3% 129/178 72.5%
Video 8 12/150 8.0% 8/12 66.7%
Avg: 86.8(±11.0)%

Table 6.9: Individual detection rates for non-occlusive contractions
Non-occlusive

Study Proportion Sensitivity
Video 1 85/747 11.4% 76/85 89.4%
Video 2 34/529 6.4% 27/34 79.4%
Video 3 23/575 4.0% 17/23 73.9%
Video 4 176/733 24.0% 140/176 79.5%
Video 5 42/356 11.8% 40/42 95.2%
Video 6 44/476 9.2% 35/44 79.5%
Video 7 61/918 6.7% 49/61 80.3%
Video 8 12/150 8.0% 11/12 91.7%
Avg: 83.6(±7.5)%

Table 6.10: Detection rate for occlusive+non-occlusive contractions

Oclusive + Non-occlusive
Study Proportion Sensitivity

Video 1 210/747 28.1% 195/210 92.8%
Video 2 72/529 13.6% 63/72 87.5%
Video 3 82/575 14.3% 73/82 89.0%
Video 4 248/733 33.8% 206/248 83.0%
Video 5 74/356 20.8% 69/74 93.2%
Video 6 86/476 18.1% 72/86 83.7%
Video 7 239/918 26.0% 178/239 74.5%
Video 8 24/150 16.0% 19/24 79.1%
Avg: 85.3(±6.5)%
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Figure 6.4: Detection rate for occlusive, non-occlusive and generic contractions

6.4.1 Assessment of the density of contractions

The main aim of this study is oriented to the assessment of the ability of our system to
describe the pattern of the density of intestinal contractions. In order to assess this,
we must answer two main questions: 1) which the divergence shown in the labelling
of the same video by different specialists is, and 2) whether our system performs a
labelling which is similar to that provided by the specialists. The former is linked
to the inter-observer variability, while the latter is linked to the divergence of the
labelling of our system in terms of inter-observer variability.

In order to perform this analysis, we estimated the inter-observer variability by
means of two different specialists. Specialist 1 fixed the first post-doudenal and first
cecal images of 8 videos, namely, the regions of analysis, and labelled their intestinal
contractions. Then, the region of analysis of each video was divided into intervals
of 30 minutes. For each video, Specialist 2 randomly selected one of its 30-minutes
divisions, and labelled its intestinal contractions. All the contractions present in
each video were gathered in a histogram of the intestinal contractions, grouping all
the findings in bins spanning 3 minutes -360 video frames-. A Kolmogorov-Smirnov
hypothesis test (KS-test) [18] was performed over this data. The null hypothesis for
this test is that X1 and X2 have the same continuous distribution, where X1 and
X2 are the labelling patterns provided by the specialists 1 and 2, respectively. The
alternative hypothesis is that they have different continuous distributions. For each
potential value x, the Kolmogorov-Smirnov test compares the proportion of X1 values
less than x with proportion of X2 values less than x. The KS-test uses the maximum
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difference over all x values as its test statistic. For our test, we rejected the null
hypothesis if the test was significant at the 99% level. The test resulted negative for
all the 8 videos, providing a mean p-value of 0.80(±0.28). This result yields us to the
conclusion that both specialists obtain similar patterns in terms of density of labels.
Figures 6.5 and 6.6 plot the histograms of contractions provided by Specialist 1 (blue
chart in the first row), the histograms of contractions provided by Specialist 2 (red
chart in the second row), and the cumulative density functions of each distributions
used in the the KS-test, together with its associated p-value (third row).

In order to answer the second question, we performed the same hypothesis test,
but comparing now the Specialist 1 labelling, and the system output, for the whole
zone of analysis of the video. The null hypothesis for this test is that X1 and XS have
the same continuous distribution, where X1 is the pattern provided by Specialist 1
and XS is the pattern provided by the system. This test resulted negative for 7 out
of 8 videos at the 99% level, showing a mean p-value of 0.25(±0.17). Figures 6.7 and
6.8 plot the histograms of contractions provided by Specialist 1 (red chart in the first
row), the histograms of contractions provided by our system (blue chart in the second
row), and the cumulative density functions of each distributions used in the the KS-
test (third row), together with its associated p-value. It can be seen that the only
video rejected by the test (Video 5 ), which showed a p-value p = 0.0004, presented a
systematic over-detection of contractions, which was distributed in a similar amount
along the video -only in the final part of the video the expert counts outnumbered
the system counts-. This result yields to the conclusion that our approach and the
specialists’ obtain similar patterns in terms of density of labels, observing a unique
case of divergence for Video 5, which presented a systematic increase in the labelling
counts.

6.4.2 Qualitative analysis of the classification results

In addition to the former numerical analysis, we present a set of sequences provided
by our system, which were carried out in order to obtain a qualitative impression of
the classification results in terms of visual appearance. Figure 6.9 shows a selected
set of intestinal contractions which had been labelled by the specialist, and which was
successfully labelled by the system as a contraction, i.e., the true positives. Figure
6.10 shows missed contractions, which had been labelled by the specialists, but which
the system rejected (false negatives). Finally, Figure 6.11 shows a set of sequences
which had not been labelled by the experts, but which our system labelled as phasic
contractions (false positives).
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Figure 6.5: Inter-observer variability for (a) Video 1, (b) Video 2, (c) Video 3 and
(d) Video 4 findings.
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Figure 6.6: Inter-observer variability for (a) Video 5, (b) Video 6, (c) Video 7 and
(d) Video 8 findings.
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Figure 6.7: Human (in red) vs. system (in blue) labelling histograms of phasic
contractions for (a) Video 1, (b) Video 2, (c) Video 3 and (d) Video 4 findings.
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Figure 6.8: Human (in red) vs. system (in blue) labelling histograms of phasic
contractions for (a) Video 5, (b) Video 6, (c) Video 7 and (d) Video 8 findings.
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Figure 6.9: Correctly detected contractions by means of the automatic analysis
(true positives).

The detected contractions basically correspond to the paradigm of phasic contrac-
tions described in section 3.2. In this sense, clear patterns of the intestinal lumen
closing and opening are shown. It must be pointed out that the presence of turbid
liquid in some frames does not result in a rejection of this sequence by the turbid
detector, because only the clearest turbid sequences are rejected.
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Figure 6.10: Missed contractions by means of the automatic analysis (false nega-
tives).

The open lumen is not always present at the beginning and at the end of the
sequence of most of the false negatives, as Figure 6.10 shows. This fact makes these
sequences diverge from the expected pattern of phasic contractions which the system
seeks for, and this outcome contributes to a decrease of the overall sensitivity. As a
matter of fact, the random orientation of the camera, the duration over more than
9 frames of some contractions labelled by the experts, and the visual impression of
motion during the video visualization contribute to a higher divergence in the patterns
of contractions. An extended analysis of these issues can be consulted in the discussion
Chapter 10.
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Figure 6.11: Sequences which have not been labelled by the experts, but detected
as contractions by means of the automatic analysis (false positives).

The false positives analysis reveals that our system detected some clear cases of
real phasic contractions which the experts did not label during the video visualization
-an example of these sequences is rendered in the fifth row of Figure 6.11-. On the
other hand, the sequences shown in Figure 6.11 display the inherent difficulty related
to the high variability of patterns present at the output of the system: the lateral
movement of the camera, the differences in illumination creating shadows which can
be confused with the lumen, the multiple patterns of wrinkles which can provide a
high response to the lumen detector, and the residual presence of patterns of turbid
liquid, share the main responsibility in the false positives.
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6.5 Validation of the system operation point

Providing that the set of parameters P 0 = {P 0
1 , P 0

2 , P 0
3 , P 0

4 }, was obtained in an ex-
haustive empirical search, we must assess that P 0 does correspond with an optimal
operation point, in terms of system performance. In order to assess this issue, we
proceeded with a forward-propagation algorithm for parameter selection, which is de-
ployed in detail in algorithm 1. The procedure used essentially matches the following
highlights: We reset all the parameters to P 0, and established a range of possible
values for each of them: 16 values for P1 within the interval [0:15], 11 values for
P2 within the interval [10:210], 11 values for P3 within the interval [500:1000], and
8 heuristically selected values for P4 [0.001,0.005,0.010,0.030,0.050,0.100,0.500,1.000].
The choice of these intervals was performed based on the minimum and maximum
values for each stage. The interval of the last parameter γ was carefully selected based
on the observation of a substantial variation of the classifier performance. After the
initialization step, the system was evaluated for all the possible values of P1 within
the defined range, and the best operation point (PBest

1 ) was selected according to the
performance criteria defined in Algorithm 6.5. The value of P 0

1 was substituted by
PBest

1 , repeating the same procedure for the rest of the parameters in a sequential
way (P2, P3 and P4). The whole procedure was repeated 5 runs and the final set
PBest was obtained by averaging PBesti,i=1:5 .

Both the fast forward algorithm, and the performance criteria chosen are justified
by the following reasons: On the one hand it must be taken into account that each
single parameter modification has impact on the frames which are to be filtered by
each specific stage, not only in the final assessment test, but also in the videos which
are used for training in the leave-one-out strategy. In other words, when we vary
one parameter, we must re-run all the system for each one of the 9 videos used for
training, and we must apply a new leave-one-out strategy for each of them, training
their classifiers using the 8 remaining videos. This clearly appears not to be compu-
tationally affordable using another parameter selection strategy which would imply
a substantial increase in its computation time. On the other hand, a performance
criterion function based on the global classification error does not appear to be a
reliable metric in this context. In order to tackle the issue of performance assessment
in imbalanced problems, several authors have proposed different solutions, including
the use of the g-metric, the F-metric, and others [3]. Among the clinical community,
the use of a trade-off between sensitivity and some other measure is widely extended.
For our case, we demanded the experts to provide us with the reference of the per-
formance threshold which should be used in the trade-off function, arriving at a final
compromise around sensitivity = 70%. Finally, we implemented this criterion within
the criteria function defined in the fast-forward parameter selection algorithm:
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Fast-forward parameter selection. Algorithm 1

1: BEGIN
2: SET ranges for parameters:
3: R1 → [0 : 15] {16 values}
4: R2 → [10 : 210] {11 values}
5: R3 → [500 : 1000] { 11 values}
6: R4 → [0.001, 0.005, 0.010, 0.030, 0.050, 0.100, 0.500, 1.000]

{8 values}
7: for i = 1 to 5 do
8: Set parameters: P = P 0 = {P 0

1 = 0, P 0
2 = 50, P 0

3 = 650, P 0
4 = 0.01} {initialization}

9: for j = 1 to 4 do
10: Calculate the system performance substituting P 0

j with each value of Rj .

11: Apply the Performance Criterion to obtain P Best
j .

12: Substitute P 0
j with P Best

j in P .
13: end for
14: P Besti = {P Best

1 , P Best
2 , P Best

3 , P Best
4 }

15: end for
16: P Best = avg(P Besti )
17: END

Performance Criterion:

For all the performance pairs (Sensitivity, FAR) obtained for each
parameter:
if For all the pairs, Sensitivity ≥ 70 then

We chose the parameter that achieves the higher sensitivity.
else

We select the two parameters with a closest value to 70 (higher or lower)
We choose the parameter which minimizes the error function:
sensitivity ∗ (a ∗ sensitivity2 + b ∗ FAR2), usign a, b = 1

end if

In order to accomplish a graphical analysis of this procedure, let us fix our atten-
tion on the ROC curves plots shown in Figure 6.12. In ROC curves, both sensitivity
and specificity are plotted (properly speaking, the FP-ratio is plotted, defined as 1-
specificity -notice the difference in the axes scale-) rendering the possible operation
points of the system, and constituting a helpful tool for performance analysis. Fig-
ure 6.12 plots the points of the ROC curves segments corresponding to the different
operation points provided by the different values of the parameter vector P after 5
runs. Each run is represented with a different symbol and color. Each graph (a), (b),
(c) and (d) of Figure 6.12 corresponds to one parameter in P (P1, P2, P3 and P4).
Figure 6.13 shows the points of the same ROC curves segments clustered by the same
parameter. In these plots, each operation point is centered in the mean value of sensi-
tivity and FP-ratio after the 5 runs, and the length of the ellipses axes is proportional
to its standard deviation. ROC curves in Figure 6.12 show that our system appears
to be robust, in the sense that the trade-off between sensitivity and specificity is kept
for each run. The less FP-ratio, the less sensitivity is achieved. Furthermore, our
system shows to be stable, in the sense that for several runs, the resulting operation
point is confined in the ellipses drawn in the plots rendered in Figure 6.13, showing no
hysterical responses. We can observe the monotonically growing curves for the differ-
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Figure 6.12: ROC curves segments for the forward parameter selection procedure
for (a) P1, (b) P2, (c) P3 and (d) P4 grouped by runs.

ent parameter values, and the global displacement of the curve segment from 60% to
70% of sensitivity -(a) to (c)-. Parameter P4 presents the widest range of variability,
being consistent with the role of γ, which controls the margins which directly affect
the support vectors used for classification.

The final performance of the system was calculated in two different ways: 1)
averaging the performance point of the 5 runs of the validation procedure tuned with
PBesti,i=1:5 , and 2) averaging 5 runs of the system tuned in PBest. Table 6.11 shows
these results in comparison with the performance of the system tuned to P 0, exposed
above. The final outcome confirms our hypothesis over P 0, since the confidence
intervals of the performance values for the heuristically obtained parameters and
those provided by the forward-propagation algorithm overlap both for sensitivity and
FAR, assessing the equivalence of P 0 and PBest in terms of performance.
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Figure 6.13: ROC curves segments for the forward parameter selection procedure
for (a) P1, (b) P2, (c) P3 and (d) P4 grouped by parameters.

Table 6.11: Performance operation point for the different parameters

Parameter Sensitivity(std) FAR(std)
P 0 70.88 (0.51) 46.96 (0.79)
PBesti,i=1:5 71.35 (1.10) 47.96 (1.58)
PBest 71.68 (0.44) 48.72 (0.54)



Chapter 7

Experiments with classifiers for
phasic contractions detection

In this section, we provide the performance results of a set of classification experiments
with contractions and non-contractions by using different advanced classification tech-
niques, including SVM and Adaboost, among other powerful classifiers. We deploy a
study about the relevance of different variables related to the classification process,
such as the used classifier, the sampling methodology, and the use of combination
strategies, including classifier ensembles techniques and cascades of classifiers. In the
first section, we describe our first approach with the clearest patterns of occlusive
contractions for the reduction of video inspection time. For this aim, we present the
performance analysis of several ensembles of standard classifiers in a reduced set of
features by means of the use of ROC curves and the AUC. In section 7.2, we test
different variations of stratified sampling with SVM, which resulted the best classifier
in our tests. We provide a comparative analysis by means of the use of PR-curves
and the area under the PR-curve. In section 7.3, we investigate different alternative
implementations of AdaBoost and compare them with the results obtained by the
SVM classifier.

7.1 Classifier ensembles

7.1.1 Feature set for occlusive contractions

In order to characterize the pattern of occlusive contractions described in section 3.3,
a 34-D feature vector (x1, . . . , x34) was constructed as follows:

The first 9 features x1, . . . , x9 correspond to the −f1 value for the 9 frames se-
quence, taking into account the previous and following 4 neighbor frames. We used
the same strategy with features x10, . . . , x18 and x19, . . . , x27, which correspond to the
f2 and −f3 values, respectively. The patterns described by x1, . . . , x9, x10, . . . , x18

93
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and x19, . . . , x27 are normalized by taking out the mean and dividing by the standard
deviation. The 7 remaining features are: x28 is the correlation between sequences
x1, . . . , x9 and x10, . . . , x18; x29 is the correlation between sequences x1, . . . , x9 and
x19, . . . , x27; and x30 is the correlation between sequences x10, . . . , x18 and x19, . . . , x27.
Features x31, x32, x33 are the correlations between sequences x1, . . . , x9, x10, . . . , x18

and x19, . . . , x27 on the one hand and the corresponding sequences averaged across the
objects for the class “contractions”. Feature x34 is the variance of intensity averaged
across the 9 frames. This value is then normalized by taking out the mean across the
whole video and dividing by the standard deviation. Features x1, . . . , x34 are plotted
in Figure 7.1 for examples of contractions and non-contractions. The sequences are
joined by lines so as to see the shape patterns. The sequence x1, . . . , x9 averaged
across class contraction is overlaid in both subplots (the red line).
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Figure 7.1: Feature patterns for (a) contractions and (b) non-contractions. Each
feature is identified by its number in the horizontal axis. The red line corresponds to
the average value of the first descriptor for class contraction.

7.1.2 Single classifiers and ensembles

The prevalence of occlusive contractions in capsule endoscopy videos is very small:
there are typically 30-80 contractions. After applying the dynamic events detector
described in section 5.1, we found a typical ratio less than 1:100 in a video sequence
of 5,000 frames, which implies an imbalanced problem. In order to test the behavior
of several individual classifiers and the resulting ensemble of their combination, we
carried out the following experiments:

We used 8 individual classifiers and two classifier ensemble methods. The individ-
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ual classifiers were linear discriminant classifier (LDC), quadratic discriminant classi-
fier (QDC), logistic classifier (LOGLC), nearest neighbor (k-NN) with k ∈ {1, 5, 10},
decision trees (DT), and Parzen classifier (Parzen) [28]. The two ensemble methods
were: heterogeneous ensembles and bagging. The heterogeneous ensembles were built
by taking a set of single classifiers of different types and aggregating their outputs.
As we applied 8 classifiers, there are 28 − 1(empty set) − 8(single classifiers) = 247
possible heterogeneous ensembles. Bagging produces a classifier ensemble whereby
each classifier is trained on a bootstrap sample. We constructed bagging ensembles
of 25 decision trees. In this study, we used the average of the classifier outputs to be
the ensemble output for both ensemble methods. This was done because we need a
continuous-valued output as the ensemble decision. Our choice of bagging over Ad-
aBoost (used for imbalanced problems in [85]) was based on the findings in the recent
literature that bagging is the better of the two models for data sets with substantial
amount of noise [9]. In order to rank the classifiers performance, we used the area
under the ROC curve.

7.1.3 Results

Our experiments were built in the following way: the specialist analyzed 10 videos and
manually labeled all contractions. A subset of 305 typical examples was then selected
to be our class ’contraction’ (positive). For the ’non-contraction’ class (negative),
3050 examples were randomly chosen from all the videos, taking special care that the
selected sequences did not belong to class contraction.

All 8 classifiers, the 247 heterogeneous ensembles and the bagging ensemble (25
decision trees) were trained and tested 100 times and the results were averaged. For
each run we used the 305 contraction objects and a random bootstrap sample of size
305 from the class ‘non-contraction’. This set of 610 objects was split randomly into
80/20 proportion for training and testing, respectively.

For all classifiers we used the Matlab toolbox PRTOOLS developed by R.P. Duin
and his group at the Delft University of Technology [29]. We used the implementation
of the single classifiers (LDC, QDC, LOGLC, 1-NN, 5-NN, 10-NN, decision trees and
Parzen) and built our own ensembles and bagging routines. The continuous-valued
outputs of all classifiers were used (these are available within PRTOOLS). For the
calculus of the AUC, we used the trapezoidal rule, approximating the underlying
function using linear interpolation.

The ROC curves for all classifiers were calculated on the testing set. The ensemble
with the largest area under the curve appeared to be the one using just two classifiers:
decision tree and Parzen, AUC = 0.9603. Figure 7.2 plots the ROC curve for this
ensemble and also the ROC curves for the two component classifiers. The remaining
single classifiers were very similar to one another and slightly worse than the Parzen
classifier. The hybrid ensemble outperforms all single classifiers and follows the best
behavior of its components in the different areas of the ROC curve. Table 1 displays
the AUC for the individual classifiers as well as for the best 8 hybrid ensembles.
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Table 7.1: AUC for single classifiers an the best 8 ensembles

Classifier AUC Ensemble AUC

LDC 0.9040 PARZEN + DT 0.9603

QDC 0.8878 DT + 10-NN 0.9599

LOQLC 0.9033 DT + 1-NN + 10-NN 0.9598

PARZEN 0.9160 DT + 5-NN 0.9591

DT 0.9463 DT + 1-NN + 5-NN 0.9591

1-NN 0.8938 DT + 1-NN 0.9583

5-NN 0.9582 PARZEN + DT + 1-NN 0.9582

10-NN 0.9567 LOQC + DT + 1-NN 0.9567

Optimizing the classification by means of ROC curves

In imbalanced problems such as detection of contractions in endoscopy videos we are
looking for operation points on the curve which will present the user with the best
time-accuracy compromise. The overall performance of the classifier is of secondary
importance. The physicians are interested in two different operation points on the
ROC curve: accuracy of positive detection over a 98%, and minimization of visual-
ization time, with a guaranteed positive detection over 80%. This brings to the fore
two different areas of the ROC curve as marked in Figure 7.2. The shaded vertical
stripe shows an example of a desirable time-optimization area. Its width denotes the
maximum FP rate we are prepared to accept. In order to see how this is related to
time-optimization, consider an example of an (unthresholded)video of 20,000 frames
with 30 contractions in it. Assuming that all contractions were correctly labeled, the
total number of frames which the system will leave to the expert to inspect is approx-
imately 30 + 0.1 × 19,970 = 2,027. A lower acceptable FP rate, e.g., 0.05, will leave
just over 1000 frames for inspection. Thus, in such a heavily imbalanced problem,
the inspection time will depend exclusively upon the false positive rate. The inter-
pretation of the shaded horizontal stripe is trivial: its height measures the amount of
accuracy we are prepared to sacrifice. In the example in Figure 7.2, we accept at least
90% true positives, i.e., the maximum number of missed contractions in the example
above should be 3 or less.

Classifiers that perform best in one area may not be the best in the other area. As
the plot shows, the decision tree classifier is very good for the accuracy optimization,
while the Parzen classifier is more successful for minimization of visualization time.
The hybrid ensemble outperforms both, which re-confirms the widely accepted claim
that ensembles are superior to single classifiers.

Bagging ensemble was constructed from 25 decision trees as base classifiers, with
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Figure 7.2: The ensemble with largest AUC (Parzen + decision tree) outperforms
both single classifiers and follows the best behavior of its components in the ROC
curve.

a resulting AUC = 0.9647. Figure 7.3 (a) shows the ROC curves for the bagging
ensemble and the best heterogeneous ensemble at TP rate of 98% (accuracy zone).
The best hybrid ensemble for this zone appeared to be the one consisting of a decision
tree and 10-NN, with AUC = 0.9599. Bagging shows superior performance at the
point of entering this zone. The heterogeneous ensemble outperforms bagging for FP
rate over 50% which renders large inspection time. The same analysis was applied
for TP rate of 80% and the result is plotted in Figure 7.3 (b). In this case, the
best heterogeneous ensemble consists of a decision tree, 1-NN and 5-NN, with an
AUC = 0.9591. The bagging ensemble only slightly outperforms this ensemble at the
desired point. In contrast to the previous case, the heterogeneous ensemble is better
for low accuracy rates, e.g., under 70%. Even by small differences, Figure 7.3 (b)
favors the bagging ensemble as the best classifier for both operation points.

Since the main objective of this study is to look for a compromise between inspec-
tion time and accuracy, we suggest a variant of the ROC curve. On the horizontal axis
we plot the inspection time required, and on the vertical axis the sensitivity of the
classification. The inspection time is calculated in the following way: the output of a
classifier is a set of frames with suspected contractions (true positive and false positive
classifications). Each frame must be visualized as a middle frame in the sequence of
9 frames in order to create the dynamic impression. The typical visualization rate is
5 frames per second. That implies 1.8 seconds for each sequence (i.e., for each output
frame), and a bound of 2 seconds can be used. The total visualization time for one
video will be, therefore, the number of output frames multiplied by 2. The horizontal
axis plays the role of a re-scaling, but not a mere re-scaling of the FP rate. Consider
a thresholded video of 5,000 frames with 30 contractions in it. Take an (x, y) point
from the standard ROC curve. To calculate the corresponding x′ on our ROC variant,
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Figure 7.3: Bagging (solid) vs. best ensemble (dashed) for each zone of interest. (a)
Bagging vs. hybrid ensemble (decision tree and 10-NN) in the sensitivity optimization
area. (b) Bagging vs. hybrid ensemble (decision tree, 1-NN and 5-NN) in the time
optimization area.

we use x′ = (5,000x + 30y)× 2.

We used the best ROC curve for any point, so different classifiers are responsible
for different parts of the curve. This was done in the following way. Suppose that
the ROC curves for all classifiers and ensembles are drawn on the same plot. For
each value of FP we selected the curve with the maximum TP (the highest curve). In
different parts of the ROC curve, different classifiers or ensembles might be the best.
A system operating in a real environment should keep the collection of classifiers and
ensembles which make up the overall “best” ROC curve. The operation point selected
by the physician will translate into running the classifier or the ensemble responsible
for this point.

Figure 7.4 shows the ROC variant (solid line). Two more ensemble ROC curves
are shown for comparison, demonstrating that both ROC curves are inferior to the
combined one. Table 7.2 shows a summary of the results for TP accuracy and visual-
ization time. For the manual method, time is calculated assuming that the physician
inspects the video at 5 frames per second. For the rest of cases, time is calculated
as explained above. For 80% sensitivity, only 9 minutes and 10 seconds are needed,
while 67 minutes are needed for manual labelling.

7.2 Sampling and SVM

Recently, several methods have been developed to improve the performance of SVM
classifiers on imbalanced problems [3, 14]. Stratified sampling is based on re-sampling
the original datasets in different ways: under-sampling the majority class or over-
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Figure 7.4: The time-accuracy variant of ROC curve (solid line). TP are plotted
against visualization time. For comparison, two more ensemble curves are shown: (i)
Bagging (dashed line) and (ii) decision tree, 1-NN and 5-NN (dotted line).

Table 7.2: Analysis of a 20,000-frames video with 30 contractions.

Method Positives # Frames Visualization Time
MANUAL 30(100%) 20,000 1 hour 7 min
Dynamic events 29(99%) 5,000 2 hours 45 min
98% Detection 28(98%) 500 16 min 40 sec
80% Detection 23(80%) 275 9 min 10 sec

sampling the minority class. In these experiments, we tested under-sampling vs.
SMOTE over-sampling technique [20]. We used both techniques with SVM. In or-
der to obtain a comparative feedback, we also tested stratified sampling on a set of
common single classifiers.

7.2.1 Results

Two sampling methods were tested: under-sampling and SMOTE. For under-sampling,
we trained the classifiers choosing randomly from the training set a number of non-
contractions equal to that of contractions, so the final training set for each leave-one-
out run was built up with 500x7 contractions and the same number of non-contractions
-around 7,000 training samples. For SMOTE, we replicated the positive samples up to
the number of non-contractions using 5 nearest neighbors. Since around 2,500 frames
typically pass the first stage, this yields to a training set of around 35,000 samples.

We carried out our experiments in order to answer two main questions: 1) in what
measure the sampling technique used affects the performance of the classifiers tested,
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and 2) in what measure SVM outperforms the rest of classifiers for our dataset. With
the aim of illustrating both questions, we used the precision-recall curves (PR-curves),
which were introduced in section 4.4.1, and constitute a standard evaluation technique
within the information retrieval community [11]. Precision is a measure in the interval
[0,1] defined as the ratio of true positives detected over all the system output. It will
be one when the system detects only positives, and zero when the system detects only
negatives. In this way, a low precision value is associated with a high number of false
positives, and it can be viewed as a measure of noise at the output stage. Recall -also
known as sensitivity- is a measure in the interval [0,1] defined as the ratio of true
positives detected over the total number of positives at the input of the classifier. It
will be 1 when the system detects all the existing positives, and zero when no positive
is detected. For imbalanced problems, both measures together give more information
than ROC curves. In ROC curves [63, 73], precision is substituted by 1-specificity,
or false positive ratio, and so the proportion between positives and negatives is not
taken into account.

In order to give response to question 1, comparative plots are presented in Fig.
7.5. We can see that no substantial improvement is achieved by any of both sam-
pling techniques, neither for single classifiers nor for the SVM, and the classifiers
performance seems to be quite invariant to the sample method.
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Figure 7.5: Under-sampling (dashed) vs. SMOTE over-sampling (solid) for de-
tection of intestinal contractions with several classifiers: (a) linear, (b) logistic, (c)
1-NN, (d) 5-NN, (e) 10-NN, (f) SVM.

Regarding the performance of SVM with respect to the rest of the classifiers, both
for under-sampling and SMOTE, SVM outperforms their competitors. Fig. 7.6 shows
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that only for low levels of recall -when almost no positive is detected- NN classifiers
appear to be competitive. A quantitative approach can be analyzed by means of the
area under the PR curve (AUPRC). The AUPRC gives us a metric for assessing the
classifier performance. We calculated it using the polygonal rule, in the same way as
it is done for the calculus of the area under a ROC curve [13]. Table 7.3 shows the
AUPRC related to the graphs in Fig. 7.6. The statistical significance of the results
was assessed by means of a t-test over the different values. An extended discussion
about these results can be found in Chapter 10.
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Figure 7.6: Single classifiers vs. SVM (solid line) for (a) under-sampling and (b)
SMOTE.

Table 7.3: AUPRC for under-sampling and SMOTE experiments of Fig. 7.6.

AUPRC AUPRC
Classifier Under-samp. SMOTE
Linear 0.6100 0.6021
Logistic 0.6067 0.6006
1-NN 0.5324 0.5485
5-NN 0.5946 0.5849
10-NN 0.6282 0.6216
SVM 0.6934 0.6946

7.3 Experiments with AdaBoost

We performed several experiments with AdaBoost. The main aim of this set of
experiments was to verify the impact of different training strategies in the classifier
performance. In order to do that, we tested three different approaches which are
referred to as AdaBoost, AdaBoostmod−1 and AdaBoostmod−2. The following sections
describe these different approaches.
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7.3.1 AdaBoostmod−1 implementation

AdaBoostmod−1 splits the original training set (X; Y ), where X represents a set of
N samples and Y its corresponding set of labels, into two separate sets: 1) the new
training set (Xtr; Ytr) with Ntr samples, and 2) a remaining set (X

′
tr; Y

′
tr) with N−Ntr

samples. All the classifiers are trained only with (Xtr; Ytr). The rest of the algorithm
is identical to the original AdaBoost algorithm. With this modification, the error
function is calculated using some samples which are not used in the training stage,
so the classifier with the best performance is expected to be the one with the best
generalization power for the whole set. The rest of the algorithm is identical to the
original AdaBoost algorithm. The new edition of step 5 is:

AdaBoostmod−1:

5 : For each feature, j, train a classifier hj with (Xtr;Ytr), which is restricted to
using a single feature. The error is evaluated in (X; Y) with respect to wt,
εj =

∑
xn

i=1
wi|hj(xi)− yi|.

7.3.2 AdaBoostmod−2 implementation

AdaBoostmod−2 splits the original training set (X;Y ) into two separate sets: 1)
the new training set (Xtr;Ytr) with Ntr samples, and 2) a remaining set (X

′
tr; Y

′
tr)

with N − Ntr samples, exactly in the same way that AdaBoostmod−1 does. The
main difference with AdaBoostmod−1 is that the training stage described in step 5
is performed by (Xs

tr;Y s
tr), consisting in Ns

t random samples from (Xtr; Ytr), which
are re-sampled by bootstrap for each iteration t. Thus, all the classifiers in the
same iteration are trained with the same training set, which is an under-sampling of
(Xtr;Ytr), but for different iterations the training set changes. With this modification,
we investigate the impact of the diversity introduced in the classification algorithm
by means of the change of the basic training set using random under-sampling. The
new edition of step 5 is thus:

AdaBoostmod−2:

5 : For each feature, j, train a classifier hj with Ns
t samples randomly obtained from

(Xtr; Ytr), which is restricted to using a single feature. The error is evaluated
in (X; Y) with respect to wt, εj =

∑
xn

i=1
wi|hj(xi)− yi|.
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7.3.3 Results

We show the results of the experiments performed with the previously explained
strategies. We used decision stumps (single threshold over one single feature) as the
weak classifiers for all the three AdaBoost implementations, and we under-sampled the
majority class for the training data set. The split ratio between Xtr and X

′
tr was 0.8.

The performance curves were obtained by averaging 10 runs, and are shown in Figure
7.7 for one representative video. The classification results for other classifiers, such
as SVM, linear discriminant (LDC), 1-nearest neighbor (1-NN), and decision trees
(DT) are also shown. The LDC implementation was based on the Bayes classifier,
assuming Gaussian distributions for both the classes. The DT implementation used
information gain criterion and pessimistic pruning as defined by Quinlan [69].
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Figure 7.7: (a) ROC, (b) sensitivity-FAR, and (c) PR-curves for different classifiers.

The analysis of the curves clearly shows that SVM outperforms the rest of classi-
fiers. LDC slightly outperforms the rest of classifiers, except SVM, in terms of AUC,
which was assessed by means of a t-test, and also in terms of precision. The three
Adaboost implementations showed a lower performance than the rest of classifiers.
Both Adaboostmod−1 and Adaboostmod−2 appear to outperform Adaboost in precision
for low recall values, although the three plots asymptotically converge for high values.

We finally performed a set of experiments oriented to test the model of cascade
of classifiers with AdaBoost. In order to construct the cascade, we followed this
procedure: We first split our data set into a training set with Numtrain samples
and a testing set with Numtest samples, using a ratio of 80% for training and 20%
for testing. First, we trained one classifier with all the NumP = Numtrain samples
of positives, and NumN = NumP (the same number) of negatives. The remaining
negatives were kept as a repository of negatives for the next stages of the cascade. We
used the output of the first classifier applied to the training data set so that to find
the point in the ROC curve with 98% of sensitivity. In this way, a certain quantity of
negatives Numrej

N1
were rejected by the system as true negatives, and NumN1 were

classified as false positives, while NumP1 of the training positives were kept as true
positives. In the next step, NumP1 −NumN1 negative samples are obtained from the
repository, so that the training set is balanced again. We repeat this process until the
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negative repository is empty or NumNi > NumPi for the ith-stage of the cascade.
The results of the application of this method in one video are shown in Figure 7.8 for
(a) Adaboostmod−1 and (b) SVM classifiers.
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Figure 7.8: Comparison of (a) AdaBoostmod−1 vs. cascade and (b) SVM vs. cascade
SVM.

Each point in the cascade plot corresponds to one stage. The plots of Figure 7.8
show that, for both the cases, the resulting ROC segment generated by the cascade
approach appear to undergo similar values of performance than the single classifiers.
Moreover, the AdaBoost cascade (a) present a lower generalization power, which is
inferred by the starting point under 80% sensitivity when the cascade is applied to
the test set.
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Chapter 8

Tonic contractions detection:
Methodology

Tonic contractions present a completely different visual paradigm than phasic con-
tractions, and therefore, the methods explained for phasic contractions detection are
no longer valid. In this chapter, we deploy our proposal as a first approach to the
detection of tonic contractions in video capsule endoscopy.

8.1 Sustained contractions as a visual pattern for
tonic contractions

As we described in section 3.2.2, the paradigm of tonic contractions in capsule en-
doscopy corresponds to sequences of an undetermined number of frames 1, showing
a completely closed lumen for the whole sequence. This can be viewed as a long
phasic contraction which sustains the contraction event for several frames. Thus, the
appearance of sustained contractions is mainly characterized by a star-wise pattern
of wrinkles which is repeated for several frames. Figure 8.1 shows a sequence of a
sustained contraction spanning 20 frames.

8.2 Wrinkle detection

Our hypothesis is that the characteristic wrinkles of sustained contractions are asso-
ciated with the valley and ridge analysis of the intensity image. Thus, we orient our
wrinkle detector to the detection of the valleys and ridges of the image. But before
the application of a method for the valley and ridge detection, endoscopy images must

1In order to discriminate with phasic contractions, we fixed, following the physicians directives,
the minimum length for a sustained contraction in 10 frames

107
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Figure 8.1: A tonic contraction. The characteristic visual pattern of the wrinkles
is sustained for 20 frames

be pre-processed in order to smooth them. Thus, our proposal for wrinkle detection
in endoluminal images of the gut is structured twofold: 1) smoothing of the original
image, and 2) application of valley and ridge detection.

8.2.1 Smoothing of the original image

The pre-processing smoothing stage is performed by the application of a median filter,
with a fixed rectangular window. The size of the median filter window is set to the
mean width of wrinkles in sustained contractions, which is set to 6.5 pixels. The
application of this filter is justified by the sharpness of the images in areas where
a homogeneous view of the intestinal walls is rendered. This is mainly due to the
physiological structure of the intestinal walls tissue, and the some amount of electronic
noise. Figure 8.2 renders one example of the results of the median filter smoothing.

(a) (b)

Figure 8.2: (a) Original image. (b) Diffused image by using a median filter.

8.2.2 Valley and ridge detection

The valley and ridge detection procedure is performed in the following way:

1. We create a filter mask by calculating the second derivative of an anisotropic
Gaussian kernel [59]. The anisotropic kernel used had σ1 = 1 and σ2 = 2 for
each direction.
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2. We obtain 4 different filter responses F i(n) for an input image In as:

F i(n) = In ∗ kernαi , αi =
iπ

4
(8.1)

where, αi represents 4 different orientations 00, 450, 900 and 1350, kernαi
repre-

sents the anisotropic kernel rotated αi radians, and ∗ represents the convolution
operator.

3. The valley and ridges images F val and F rid are calculated as:

F val(n) = max(x,y){F i(n)}
F rid(n) = max(x,y){(−1) ∗ F i(n)} (8.2)

where max(x,y) represents the maximum value of the F i functions for the (x, y)
pixel. Figure 8.3 (a) shows the valley and ridges images F val and F rid for the
example image of Figure 8.2.

4. We create a binary image by keeping the 75% percentile of F val(n) and F rid(n).
Figure 8.3 (b) shows the binary images created by this procedure.

5. Finally, we apply a morphological skeletonisation [43] in order to obtain the lines
with one pixel connectivity which describe the valleys and the ridges. Figure
8.3 (c) shows the skeletons created by this procedure.

(a) (b) (c)

Figure 8.3: (a) Detection of valleys (top) and ridges (bottom). (b) Binary images.
(c) Skeletonisation results
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(a) (b) (c)

Figure 8.4: (a) Original image. (b) Wrinkles detected as valleys (blue) and ridges
(cyan). (c) Valley wrinkles.

8.3 Wrinkle descriptors

The aim of this section is to explain the set of descriptors we used to characterize the
radial patterns of wrinkles. Figure 8.4 shows the super-imposition of the valleys and
wrinkles for two test frames: (top) a frame from a sustained contraction, and (bottom)
a random frame. The green square corresponds to the centroid of the lumen estimated
by means of the Laplacian of Gaussian detector. Notice that the centroid of the lumen
appears in the middle of the radial wrinkle pattern for the contraction frame. On the
contrary, for the random frame the position of the centroid of the lumen does not
follow a fixed pattern.

We propose two different strategies to obtain directional descriptors for sustained
contractions characterization. The first approach is based on 4 descriptors which code
the multi-directional information of the wrinkles. The second approach simplifies
the number of descriptors to 2, by means of a polar transform of the original data.
Although the wrinkle pattern is defined both by valleys and ridges, we used only the
valleys pattern as a source of wrinkle information. An extended analysis of this choice
is deployed in the discussion in Chapter 10.

8.3.1 Multidirectional approach

For a given wrinkle pattern, we define 4 different quadrants -see Figure 8.5 (a)-, which
we denote by quadrant 1, 2, 3 and 4, using the centroid of the lumen, calculated as
explained in section 5.2.1, as the quadrant division middle point.
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(a) (b)

Figure 8.5: Quadrant division of a frame: (a) Diagonal and (b) vertical and hori-
zontal directional analysis

The directional information is obtained by means of 2 second derivative of Gaus-
sian steerable filters [34, 83, 82], oriented to 450 and 1350 -the mathematical founda-
tions of the design of steerable filters can be found in Appendix B-. For both filters,
σ = 1, so they basically operate as line detectors in the direction towards which they
are oriented. Figure 8.6 shows the 3D plot of the filters masks, and the response of
both filters for an example of wrinkles pattern.

(a) (b) (c) (d)

Figure 8.6: Filter masks and image responses for two orientations: 450 ((a) and
(b)), and 1350 ((c) and (d)).

The former output is used to define two descriptors f1 and f2 as:

f1(n) = G450

1,3 (n)−G1350

1,3 (n)
f2(n) = G1350

2,4 (n)−G450

2,4 (n)
(8.3)

where Gθ
i,j(n) represents the sum of the response of the filter with orientation θ over

all the pixels of the image In in the quadrants i and j. Thus, f1 and f2 codify
the global amount of directional information in the diagonal radial direction for each
quadrant. This same analysis was repeated for a 450 rotated version of the quadrant
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distribution as shown in Figure 8.5 (b), defining the new quadrants labelled by 5, 6,
7 and 8. This new quadrant distribution provides two more descriptors f3 and f4

defined in Equation (8.4), which codify the global amount of directional information
in the vertical and horizontal directions for each quadrant.

f3(n) = G00

6,8(In)−G900

6,8 (In)
f4(n) = G900

5,7 (In)−G00

5,7(In)
(8.4)

In order to illustrate the behavior of this set of descriptors, we edited a pool of
synthetic images and calculated f1, f2, f3 and f4. Figure 8.7 shows the feature
values for several test images. Figures 8.8 and 8.9 show the feature values for a
rotated segment oriented in radial direction and perpendicular to radial direction.

Figure 8.7: Directional features for test images.

Figure 8.8: Features response for a rotating radial line.



8.3. Wrinkle descriptors 113

Figure 8.9: Features response for a transversal line which is rotated around the
center of the image.

8.3.2 Polar transform approach

Polar transform [44] consists of a mapping from the original cartesian image, in which
each pixel is referred to by the pair (row, column), into a transformed image in which
each pixel is referred to by a pair (angle, dist). In order to perform a polar transform,
we need to fix a center. For each pixel with cartesian coordinates (row, column), the
dist value is its Euclidean distance to the center, while the angle value is the angle
which the vector connecting the center and the pixel forms with the horizontal axis.
Figure 8.10 shows a graphical interpretation of this transform. For a further math-
ematical background about the polar transform, the interested reader can consult
Appendix A. In the polar image, the horizontal axis represents the angle parameter,
ranging in the interval [00, 3600]. The vertical axis represents the dist parameter,
ranging in the interval [0,maxdist], where maxdist corresponds to the maximal dis-
tance between two pixels within the camera field of view -which in capsule endoscopy
frames corresponds to 240 pixels-. But, as for a given center, the most distant pixel
distance pdist is typically smaller than maxdist, the transformed image is zero padded
from pdist to maxdist for the angular orientation corresponding to the pixel p. The
dist parameter is plotted from top to bottom, so the pixels which are closer to the
center are rendered in the top part of the plot and the most distant points are plotted
at the bottom part. After the polar transform, concentrically distributed lines appear
as horizontal lines, while radially distributed lines appear as vertical lines.

We set the center of the polar transform to be the center of mass of the blob,
relating the origin of the transform to the center of the intestinal lumen. Figure 8.11
shows the result of the polar transform on the wrinkles associated with valleys (blue)
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for a given frame.

Figure 8.10: Graphical interpretation of a polar transform.

Finally, we calculate two descriptors f1′ and f2′ as follows:

f1′(n) = G00
(Ipolar

n )
f2′(n) = G900

(Ipolar
n )

(8.5)

where f1′(n) and f2′(n) codify the global amount of directional information in the
horizontal and vertical direction of the polar image Ipolar

n of the n frame.

Figure 8.11: Wrinkles detected by valleys in polar coordinates.

8.3.3 Definition of the area of analysis

Tonic contractions wrinkles appear as radial lines in the original image, and as nearly
vertical lines in the polar transform. However, it must be noticed that this pattern
undergoes deformations which are more severe around the lumen center, and in distant
points from the center -distant parts of the wrinkles usually occur to be curved and
no longer respect the radial orientation-. Both regions correspond to the top and
bottom areas in the polar plot. To minimize the influence of this phenomenon, we
tested the exclusion of the area defined by the blob from the wrinkle analysis. In
addition to this, we also excluded all the distant pixels. This exclusion was performed
by a simple morphological procedure of dilation and substraction as defined in Figure
8.12. The region of analysis is defined by a ring-wise or donut mask, which is to be
applied to the valleys wrinkle pattern previously to the feature extraction procedure.
Figure 8.13 shows several examples of (a) frames from sustained contractions and (b)
random frames, with their corresponding blobs, masks, wrinkles and polar transform
of the valleys wrinkle pattern.
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Figure 8.12: (a) Original image. (b) Blob. (c) Blob after dilation. (d) Morpholog-
ical substraction of c-b. (e) Mask contours. (f) Segmented region of interest

(a) (b)

Figure 8.13: (a) Frames from tonic contractions. (b) Randomly selected frames.

8.3.4 A simple approach: individual analysis of each wrinkle

We implemented a simple approach by means of the characterization of each individual
wrinkle by using the angle which it describes with the tangent to the closest point
of the outer contour of the donut. The aim of this implementation is to serve as
a reference for the results obtained by the alternatives previously explained, which
perform a richer analysis regarding the directional information. The procedure applied
is explained in the following lines and graphically depicted in Figure 8.14:

1. We find and delete all the t-junctions in the wrinkles image, by means of re-
moving all the pixels connected to 4 or more pixels in a 3 by 3 neighborhood
-Figure 8.14 (b)-.

2. The area of analysis is constrained to the donut region, as shown in Figure 8.14
(c).
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3. We label all the connected components and remove all the segments containing
less than 4 pixels -Figure 8.14 (d)-.

4. For each segment, the vector which connects its extremes is selected as an
estimate of its director vector Vw.

5. For each segment, the tangent vector to the external contour of the donut, in
the closest point to the exterior extreme of segment, is selected as the tangent
vector Vt.

6. Finally, the descriptor fw is calculated as:

fw(n) =
Nwrin

n∑

i=1

(V i
t (n) · V i

w(n))2 (8.6)

where Nwrin
n represents the number of wrinkles, and V i

t (n) · V i
w(n) represents

the scalar product between the director vector and the tangent vector to the
outer contour of the donut, in the closest point to the i segment of the n frame.
Figure 8.15 depicts a graphical representation of this scenario for the case of
one single wrinkle.

(a) (b) (c) (d)

Figure 8.14: (a) Original pattern. (b) T-junctions are removed. (c) A different
frame showing the wrinkle pattern and the donut contours superimposed. (d) Con-
nected components of the wrinkles.

In order to calculate the tangent vector, we used 6 neighbor pixels. With this
implementation, the value of fw tends to be minimized when all the segments in a
pattern of wrinkles are radially distributed. With the aim of avoiding the inclusion
of frames with low wrinkle information -few segments of wrinkles-, which would yield
to a low value of fw also, we rejected all the frames containing less than 3 segments.
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Figure 8.15: The descriptor fw for each individual wrinkle is obtained from the
scalar product of Vt and Vw.

8.4 Qualitative validation of the features sets

With the aim of obtaining a qualitative view of the description power of the proposed
wrinkle features, we used SOMs. Figure 8.16 shows a SOM constructed using all the
frames from a single video, and the features f1, f2, f3 and f4. It can be observed
that most of the radial wrinkles patterns are situated on the top-left corner. The
opposite corner -bottom-right- consists of frames showing concentric wrinkles from
tunnel frames. This assesses our hypothesis about features f1, f2, f3 and f4, and it
also assesses the results obtained with our synthetic experiments, which were shown
above. Figure 8.17 shows a SOM constructed using all the frames from the same
video, and the features f1′ and f2′ -the size of the SOM has been automatically set
to optimize the topographic and topological errors in both cases-. It can be shown
that the star-wise wrinkle pattern is placed on the left top corner. The scatter plot
represents the value of f1′ in the vertical axis, and f2′ in the horizontal axis. As was
expected, the star-wise patterns of sustained contractions correspond to high values
for the vertical detector and low values for the horizontal detector.
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Figure 8.16: SOM constructed from all the video frames, using f1, f2, f3 and f4

as features
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Figure 8.17: SOM constructed from all the video frames, using f1′ and f2′ as
features. The corresponding features are plotted for two different regions of the
SOM.
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Chapter 9

Tonic contractions detection:
Results

We tested the features explained in the previous section, defining 4 different sets:

Quadrant: Features f1, f2, f3 and f4.

Quadrant-donut: Features f1, f2, f3 and f4, restricted to the area defined in
Figure 8.12.

Polar: Features f1′ and f2′ .

Polar-donut: Features f1′ and f2′ , restricted to the area defined in Figure 8.12.

For the dilatation step of the donut generation, we used a 40 pixels squared struc-
tural element. For each feature set, we run 4 experimental tests in order to assess the
performance of our approach in the detection of frames belonging to tonic contrac-
tions, and the final detection rate of tonic contractions.

1. Our first experiment was designed in order to test the ability of our system in
the detection of frames presenting a clear wrinkle pattern.

2. Our second experiment consisted of testing the performance of our system with
patterns of frames belonging to sustained contractions without any further re-
striction.

3. The third experiment tried to quantify the number of frames belonging to sus-
tained contractions which were labelled as contraction frames -sensitivity over
frames belonging to tonic contractions sequences-.

4. Finally, the fourth experiment provides the global performance, over one whole
video, in terms of the number of tonic contraction sequences correctly detected

121
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-sensitivity over tonic contractions sequences-, precision and FAR.

9.1 Performance on clear patterns of sustained con-
tractions frames

For this experiment, the specialists selected a pool of 521 frames belonging to sus-
tained contractions -from now on, we will refer to this set as wrinkle frames- and 619
random frames which did not belong to any sustained contraction -from now on, we
will refer to this set as non-wrinkle frames-. For all our experiments we trained a
SVM classifier with a radial basis function kernel and γ = 0.05. We used 80% of the
samples for training and 20% for testing, performing 10 runs. Figure 9.1 shows the
ROC, sensitivity-FAR and PR-curves of the classification experiments for wrinkles,
wrinkles-donut, polar an polar-donut features:
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Figure 9.1: (a) ROC, (b) sensitivity-FAR, and (c) PR curves of experiment one on
sustained contractions.

Figure 9.1 shows that both Quadrant and Quadrant-donut feature sets outper-
formed the rest with equivalent performance, which was statistically assessed by a
t-test over the AUC of the plots rendered in Figure 9.1 (a). All the proposed alter-
natives appeared to outperform, in terms of detection rate, the reference approach
based on the assessment of the perpendicularity of the wrinkles with the outer donut
contour, which we denote as Wrinkle-angle. In addition to this, from the results ren-
dered in Figure 9.1 (c), two main conclusions can be inferred regarding the precision
of the different methods: On the one hand, the Quadrant feature set obtained opti-
mal results in precision for all the sensitivity values below 60%. On the other hand,
the Wrinkle-angle feature set outperforms the polar approaches for clear patterns of
wrinkle frames.
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9.2 Performance on general patterns of sustained
contractions frames

For this experiment, the specialists selected a pool of 2414 wrinkle frames and 2414
random non-wrinkle frames. An extended analysis about the used selection procedure
is provided in the discussion in Chapter 10. Figure 9.2 shows the ROC, sensitivity-
FAR and PR-curves of the classification experiments for the different features sets.
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Figure 9.2: ROC, sensitivity-FAR, and PR curves of experiment two on sustained
contractions.

Figure 9.2 shows that the Quadrant feature set outperformed the rest of methods
both in detection rate and precision, which was assessed by a t-test of the AUC
and AUPRC. It must be noticed that, for general patterns of wrinkle frames, the
Wrinkle-angle and Polar-donut feature sets showed the worst results, performing in
an equivalent way, while the Polar feature set clearly outperformed both of them.

9.3 Detection rate of frames belonging to sustained
contractions

The set of features referred to as Quadrant resulted the one with the best perfor-
mance results in the classification tests. We used the classifier trained in the previous
experiment in order to label all the frames of the sequences of sustained contractions.
The aim of this experiment is to assess the sensitivity of our system for frames of
sustained contractions.

Table 9.1 summarizes the results provided by our system. We analyzed 42 sus-
tained contractions with 737 frames. The mean length of the contractions was
14.2(±5.3) frames -there was one outlier of 123 frames, which was not included in
the calculus of the mean value-. Our system detected 454 frames, which represents
61.5% of all the frames belonging to tonic contractions. In average, for each con-
traction sequence, our system labelled 60.9% of frames as frames showing the radial
wrinkle pattern.
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Table 9.1: Detection rate of frames belonging to sustained contractions

Number of sustained contractions: 42 (737 frames)
Number of annotated frames: 454 (61.5%)
Avg. frame annotation by sequence: 60.9% (±0.3)

9.4 Detection rate of sustained contractions

The final step for the validation of our system consists of the automatic labelling
of tonic contractions for one video. In order to define the criteria for the detection
of a sustained contraction sequence, we followed the subsequent highlights proposed
by the physicians: we consider that we detect a sustained contraction if we detect
5 or more radial wrinkle frames within a window of ±5 frames. In this sense, the
detection pattern of sustained contractions diverges from that of phasic contractions,
due to their different physiological nature. We defined a phasic contraction detection
by providing the central frame of the contraction. For tonic contractions, we define
a contraction detection by providing at least one frame holding the previous require-
ment. Summarizing, our criteria for the calculus of the system performance consisted
of the following lines:

1. We automatically annotate all the wrinkle frames in the video.

2. We create all the sequences of sustained contractions following the criterion de-
scribed above: all the frames belonging to the same sequence have, at least, 5
wrinkle frames within a ±5 frames neighborhood.

3. We consider that a sequence labelled by the experts is detected (a true positive)
if there exists a sequence provided by the system which has, at least, one frame
in common.

4. We consider that a sequence provided by the system is a false positive if none
of its frames belongs to a sustained contraction labelled by the experts.
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Following these criteria, we obtained the results shown in Table 9.2. Our system
successfully detected 71.4% of the sustained contractions provided by the experts. In
the final output 1 out of 3 suggested sequences are real tonic contractions. The impact
of the detection of the remaining 2 sequences deserves a special analysis, which must
be performed in a qualitative way by means of visual inspection.

Table 9.2: Detection rate of sequences of sustained contractions

Sustained contractions: 42
System sequences: 106
True positives: 30 (71.4% sensitivity)

(28.3% precision)
False positives: 76 (181.0% FAR)

9.4.1 Qualitative analysis of tonic contractions detection

We deploy the qualitative analysis of tonic contractions detection by means of framed-
positives mosaics. Figure 9.3 shows a set of representative sequences of sustained
contractions detected by the system (TP). The frames detected as wrinkle frames are
surrounded by a green square. Figure 9.4 shows a set of representative false negatives
(missed findings). Finally, Figures 9.5 and 9.6 show two mosaics of the output of
the system for the test video. The frames of the sequences detected by the system
are surrounded by a green square, the experts’ sequences are surrounded by a blue
square, and the coincidences are in cyan. An extended analysis of the impact of these
classification results is performed in the discussion in Chapter 10.

It must be noticed that, even with a precision about 30%, the output of our system
supposes a valuable tool for the specialists, because they are directly driven to the
suggested contractions, and they do not have to visualize the whole video. For the
proposed example of our experiments, assuming the experts to take 10 seconds in the
discrimination between a false positive and a true positive of tonic contractions, the
total amount of analysis time is reduced to 106 × 10 = 1060 seconds, less than 20
minutes. The time consumed by the expert in the labelling of sustained contractions
of the analyzed video which we show the mosaics from was reported to be more than
3 hours.
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Figure 9.3: True positive sequences of sustained contractions

In the 4 true positive sequences rendered in Figure 9.3, the detected wrinkle frames
(surrounded by a green square) show the sought radial pattern. Those frames which
were not detected as wrinkle frames diverge from this pattern, mainly in the following
ways: a) they show the center of the lumen displaced from the center of the image, and
thus, part of the pattern remains out of the field of view if the camera, b) the wrinkle
folds present orientations which no longer match the radial pattern with respect to
the center of the lumen, and finally c) the wrinkles contrast decreases, especially in
the case of the valleys.
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Figure 9.4: False negative sequences of sustained contractions

Regarding the false negatives analysis (Figure 9.4 renders 4 representative exam-
ples of them) the origin of the misclassifications is basically twofold: On the one
hand, the same analysis formerly performed for the missed wrinkle frames of the true
positive sequences may be applied here. On the other hand, the presence of bubbles
in the center of the lumen hinders its correct detection.
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Figure 9.5: Mosaic. System output (green), experts’ findings (blue), coincidences
(cyan).

The mosaic rendered in Figure 9.5 shows a high degree in coincidence between
the experts’ characterization and the system output for sustained contractions (cyan
frames). The sequences which were not detected by the system (blue frames) show
images in which the wrinkle pattern is very subtle, or a considerable amount of bubbles
is present.
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Figure 9.6: Another Mosaic. System output (green), experts’ findings (blue), coin-
cidences (cyan).

The mosaic pictured in Figure 9.6 shows several examples of sequences detected
by our system as sustained contractions (sequences of consecutive green frames) but
which were not labelled by the experts -i.e., the false positives-. It can be observed that
some of these sequences actually match the paradigm of sustained contractions. In this
sense, our approach showed its ability in the detection of real sustained contractions
which the experts did not detect during the video visualization process.
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Chapter 10

Discussion

10.1 Phasic contractions detection

10.1.1 The cascade classification system

The choice of the cascade system is underpinned by the fact that each step is designed
in order to reject an amount of frames which mainly include images which are not to
be intestinal contractions -i.e., the system negatives-, letting pass through the sequen-
tial stages those frames related to intestinal contractions -i.e., the system positives-.
This yields to an effective reduction of the imbalance ratio of the data set at the
input of the last classification stage. Many authors have applied diverse strategies in
order to tackle the impact the imbalance ratio has in the performance of classification,
involving stratified sampling, cost-sensitive approaches, different implementations of
decision trees and bagging, and the use of several metrics for performance measure-
ment, mainly [20, 31, 53, 27, 64, 89]. In our strategy, each stage is tuned to prune
as many non-contraction frames as possible, trying to minimize the loss of true pos-
itives, and achieving in this way an effective reduction in the imbalance ratio of the
data. The last stage of the cascade, consisting of the support vector machine classi-
fier trained by means of under-sampling, is to face a classification problem with an
imbalance ratio about 1:5 -in contrast with the 1:50 at the input of the system-. This
reduction in the imbalance ratio is shown to be an effective way of tackling the prob-
lem of classification in this kind of scenarios. In addition to this, one more important
feature must be outlined: the modular shape of the system lets the expert identify
new targets in the video analysis procedure, providing the chance to easily include
them as new filter stages, and adding domain knowledge to the system in a natural
and flexible way. It must be noticed that a previous study was performed in order to
obtain a set of heuristical rules as a first approach for classification of phasic contrac-
tions. The interested reader will found a summarized description of this heuristical
framework in Appendix C.
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First stage

In order to set the final value of P1, the parameter controlling the filtering of dynamic
sequences at the first stage, we could have chosen to use in Equation 6.1 the P j

i value
which could guarantee the highest sensitivity for all the videos. But this alternative
was rejected because it would imply an increase in the number of negatives passing
to the second stage. Since, from the results obtained in our qualitative analysis, we
observe that no pure pattern was rejected in stage one, we can state that this stage
performs in the expected way, reducing the imbalance rate with no loss of sensitivity
(the first stage showed a mean sensitivity value about 96.65%) and rejecting only
those patterns which showed the highest divergence from the pure phasic pattern.

Second Stage

Tunnel characterization, performed by the discriminant function gT in Equation (5.8),
was chosen among different implementations which included subtle modifications.
In this sense, the tunnel characterization could have been also performed if each
frame of the 9 frames sequence fulfilled the condition of presenting a lumen area
restricted to Alower < f2(n), instead of using the overall sum along all the sequence.
Our tests revealed that no relevant changes in terms of performance were achieved
with this solution. The inclusion of an upper limit in the tunnel constraint, i.e.,
Alower < f2(n) < Aupper, did not provide better results either, since the maximum
area of the lumen is implicitly restricted by the σlum parameter.

Regarding the validation stage of tunnel frames, the intrinsic difficulty of assess-
ment must be noticed. The main point of the tunnel detection is the rejection of
regions of frames sharing a lack of intestinal motility activity. In this sense, the
tunnel detector labels each frame as a tunnel frame, although in order to perform
this characterization the dynamic information of the neighbor frames is taken into
account. In the validation process, we had to join these two aspects: 1) the ability
of the detector to label a frame belonging to a tunnel sequence, and 2) the ability
of the detector to label all the frames of the tunnel sequence. For this reason, the
visual analysis cannot be performed exclusively in a frame-by-frame way, and the
framed-positives mosaics appeared as an efficient solution for visual validation.

Color characterization of intestinal juices

The use of the SVM as the classifier for the intestinal juices color characterization
is underpinned by two main reasons: On the one hand, the SVM with radial basis
functions kernel showed the best qualitative results in the preliminary tests performed
by using drag-and-drop color mosaics; this was assessed by the general comparative
performance results in a general ranking competition with other classifiers. On the
other hand, the use of one single classifier for the solution release which was delivered
to the specialists simplifies the final application, since it is not necessary to include a
new module for the turbid classification. The use of radial basis functions instead of
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other kernel functions is also based on slightly better performance results, but it must
be noticed that the results achieved are quite invariant to the kernel choice. Different
approaches for color characterization which we tested included color quantization
for histogram matching -for a further insight about this technique, the reader may
consult Appendix D-, although the best performance results were obtained by the
SVM proposal that is presented in this work.

Bubble detection

In order to characterize the patterns of bubbles shown in Figure 5.8, we tested sev-
eral alternatives, which focused on texture exclusively. Several works have tackled
the problem of the characterization of different intestinal events in endoscopy using
texture descriptors [48, 61], but as far as we know, no previous work has been ori-
ented to the specific issue dealt with in this work. It must be noticed that the size
of the bubbles may widely vary inter- and intra-frame, so different strategies based
on Laplacian of Gaussian, wavelet analysis, and the use of derivatives of Gaussians
and Gabor banks of filters were tested, which have been reported to perform well
in multi-scale and directional characterization applications [1]. Our final decision on
Gabor filters was based on the better empirical results they presented in all prelimi-
nary tests, performed over a selected set of frames containing intestinal juices and its
validation through framed-positives mosaics.

The selection of the overall sum of the responses of the bank of Gabor filters as a
descriptor of the textural information in bubble frames, in the way it was described
in section 5.2.2, and the application of the threshold over Ibub

n in order to obtain
the area of bubbles, deserve a comment about their performance. As was shown in
the results in Chapter 6, this method performs well in terms of precision -almost no
frames without bubbles are wrongly selected as bubble frames- and sensitivity -only
very blurred cases of bubbles are missed-. It must be noticed that an increase in the
number of filters, basically in terms of scale, yields to a corresponding increase in
the detection of false positives, namely, different structures present in the endoscopic
images which are not related to intestinal juices, such as the characteristic wrinkles
of the intestinal contractions. On the other hand, a decrease in the number of filters
yields to a loss in the sensitivity of the bubble detector, and some frames containing
more subtle bubbles can be missed. Thus, the above mentioned set of parameters is
the one that best matches the bubble pattern for the provided images. However, we
must notice that this good behavior could be hindered if severe changes in sharpness
were induced in the production line of the capsules. The provided results for the
bubble detector are valid for all the videos analyzed so far by our team, but although
the robustness of the procedure was tested in several experiments which included
a sharpening pre-processing of the frames, the final outcome is not predictable for
scenarios which widely differ from ours.
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Third stage: the SVM for the final detection of intestinal contractions

One of the main considerations taken into account for the selection of the SVM clas-
sifier was its sensitivity to the skewed distribution of the data sets. It has been shown
that the learning mechanisms of SVM make this classifier an attractive candidate for
dealing with moderated imbalance ratios. The SVM takes into account samples which
are close to the decision boundaries, namely, the support vectors, and it tends to be
unaffected by samples lying far away. Additionally to the former, stratified sampling
techniques (such as under-sampling the majority class, over-sampling the minority
class, or artificially creating new samples) have been proved to be efficient in the
improvement of performance of several classifiers, including support vector classifiers
[3]. Our approach implements under-sampling in the learning strategy. Several meth-
ods of sampling were tested, and under-sampling resulted the one with the highest
reliability (a detailed analysis and discussion about the design of these experiments
can be found in [84]).

Inter-observer variability

Inter-observer variability was in the same order of intra-observer variability. The 30-
minutes division of the videos for the human vs. human inter-observer test was a
constraint suggested by the specialists. The 3 minutes bins quantization conformed
the specialists requirements for judging a result with statistical significance. The
KS-test provides good results for our approach with a mean p-value= 0.20.

System computation time

Finally, regarding the computation time of the cascade system, our proposal presented
the following behavior: The largest amount of time is devoted to feature extraction,
which, depending on the length of the study, may span for about 2-3 hours. The
diverse training stages of the system show a typical duration about half an hour.
In this sense it must be said that although re-training the system after each new
video study helps to increase its asymptotical classification performance, it seems
reasonable to cut this feedback once an enough amount of characteristic training
frames is gathered. This point might only be assessed after an exhaustive test in full
operative conditions. Once the system is trained, the cascade classifier performs a
classification result in less than one minute.

Qualitative analysis of the classification results

Regarding the true positives detection, the patterns shown in Figure 6.9 confirmed
the ability of our approach in the detection of the paradigm of phasic contractions.
This qualitative outcome is numerically corroborated by the high sensitivity values
(over 90%) obtained for occlusive and non-occlusive patterns.
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The missed contractions share some common features: On the one hand, the open
lumen is not always present at the beginning and the end of the sequence, and this
happens because the camera is not pointing towards the longitudinal direction of the
gut, or because the selected contraction is spanning for more than the 9 frames -this
could be likely linked to the blurring definition border between short tonic contractions
and phasic contractions-. Moreover, the motion impression that the expert perceives
during the video visualization is not present in the deployed sequence of frames. In
this sense, we performed some tests which consisted of showing the experts a set of
paradigmatic sequences containing doubtful contractions both by visualizing them
in the video at a visualization ratio of 3 frames per second, and showing the same
sequences deploying the 9 frames as in Figure 6.10. We found that the experts usually
labelled a higher number of contractions during the video visualization, and a lower
number looking at the deployed sequences. This fact drives us to think that the
motility characterization should be performed in more subtle detail, so as to detect
the apparently slight changes in some sequences shown in Figure 6.10, but which
actually seem to be clear for the expert during the visualization process.

Finally, the false positives analysis gives very interesting results: On the one hand,
our system shows its ability to detect real contractions which the experts did not get
to label. This is a reasonable result, since one of the main drawbacks associated with
motility assessment by manual labelling is the growing stress and fatigue which takes
place during visualization, yielding to a loss of effectiveness in the final outcome. A
rough study over the false positives of the ten analyzed videos showed that about
5− 10% of the false positives consisted of this kind of sequences. On the other hand,
multiple factors are pointed out as sources of error for the false positives (namely,
the lateral movement of the camera while focusing the lumen which can be confused
with the pattern of its contraction, the differences in illumination creating shadows
which can be confused with the lumen, the multiple patterns of wrinkles which can
provide a high response to the lumen detector, and the residual presence of patterns of
turbid liquid). We suggest that many of these problems may be tackled by a deeper
study about the textural information provided by the lumen, both in the relaxed
stage and the contraction activity. This issue and some other proposed approaches
will be enumerated in Chapter 11, which presents our conclusions and highlights our
proposed future lines of research.
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10.1.2 Experiments with phasic contractions

Classifier ensembles

In this work, we show that ROC analysis shortens significantly the time required
for a qualified professional to inspect videos of intestinal wireless capsule endoscopy
with a minimal loss of performance. We tested 8 single classifiers, a hybrid ensemble
model based on all combinations of these (247 ensembles) and a bagging ensemble of
25 decision trees. The best model according to the AUC criterion was the bagging
ensemble. As we were interested in finding a compromise between accuracy and
inspection time, a variant of a ROC curve was designed plotting the best achievable
sensitivity versus inspection time. Operation points can be picked from this curve;
this offers a significant reduction of the inspection time with reasonable sensitivity.

Experiments with sampling and SVM

The plots of section 7.2.1 show a comparative study between two different methods
of sampling: under-sampling the majority class and over-sampling the minority class,
both for single classifiers and SVM. The choice of these single classifiers is due to
two important reasons: 1) On the one hand, linear and logistic classifiers are simple
and fast; K-NN is a non-parametric technique that makes no assumption over the
probability density function; we aimed at finding out if there was the same difference
in behavior with these classifiers in order to infer conclusions for the SVM. 2) On the
other hand, for the SMOTE implementation, the training set typically has around
35, 000 samples in a 54 feature space. In this situation, most of the software imple-
mentations -PRTools were used [29]- did not present the possibility of testing some
common classifiers such as Parzen or decision trees, owing to this huge amount of
data.

In this point, recent works have tested SMOTE with several classifiers in common
public databases, such as UCI [20, 3], showing improvement with respect to under-
sampling in some experiments. The results seem to show that for our problem, and
from a statistical point of view based on the t-test analysis of the AUPRC, we cannot
state that SMOTE outperforms under-sampling -maybe, slightly in the best of cases-.
It must be pointed out that the aim of SMOTE is to provide a sufficient quantity of
minority class samples to equilibrate the number of samples for the negative class.
But this is not the only important issue: special attention must be paid to the fact
that when we have very few samples for the minority class, they may not be enough
to reconstruct the probability density function underlying them, which is basically
the role of SMOTE. We suggest that this is the case of our data set, as well as of
other examples presented in the papers mentioned above. Our efforts are focused
on the research of this issue and the theoretical and empirical confirmation of this
hypothesis.

The main outcome provided by this experiment is that both sampling techniques
used yield to similar results for SVM. We cannot avoid deepening in the analysis of the
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consequences associated with our results. In fact, if the different sampling techniques
used appear to have no effect in the final performance of the system, it is due to
some relevant characteristics of our specific problem, closely related to the statistical
properties underlying our datasets. Moreover, the sampling techniques we use, which
seem to work for other studies -some of them already referenced above-, appear to
give no performance improvement for our problem. This is a very challenging and
interesting line of work, in which our group is completely involved.

We could re-formulate the previous paragraph into the next question: ”Why is
performance improvement problem-dependent using one sampling method in SVM
with imbalanced datasets?”. In this sense, the next experiment is to be of high
interest and can help us to shed light in this scenario: Let us consider that we have two
imbalanced datasets with samples N1 for the minority class -positives, contractions-,
and N2 for the majority class -negatives, non-contractions- and, consequently N1¿N2
(this is the typical scenario of an imbalanced problem). Now, keep N1 fixed and
under-sample from N2 several times, to generate a smaller number of samples for
training the classifier. Our purpose focuses on seeing the extent to which the SVM
performance is affected as the skewness or imbalance rate gets worse. The same
experiment can be repeated over-sampling N1. This analysis is extremely important
to draw any firm conclusions about classification performance. Nevertheless, the
inference that we can obtain from it is not so straightforward, and it is worthy of
special and subtle attention. In this point, and in order to understand why a specific
classification performance is achieved, two main questions should be stated: what
the data distribution around the decision border is like for both datasets, and how
descriptive the positive samples are for the probability density function (PDF) of
their class. The first question is strictly related to the decision of the margins for the
SVM, the second one is strictly related to the way in which over-sampling will perform.
This analytical study is of high relevance, but it also holds intrinsic difficulties related
to the statistical description and the geometrical analysis necessary to understand
what the real distribution of the whole data in the n-feature space is like, and how
well the distribution provided by the samples we use for training fits the real PDF of
the minority class. Finally, an equally interesting question is open: to what extent
the choice of the γ parameter in the SVM may affect the final performance of the
classification in this scenario. We are preparing a more extended work with all these
points of study, including the proposed experiment for a further piece of research.

Experiments with AdaBoost

The use of different sampling methodologies with AdaBoost could be useful to im-
prove the classifier performance. The experiments performed in this line showed that
although the sampling modification introduced in AdaBoostmod−1 produced better
results in terms of precision, this improvement is circumscribed to low values of recall.
In this sense, we performed diverse preliminary tests using separate training, valida-
tion and test data sets, but the results were not improved. For the specific problem
of the feature space defined for phasic contraction, AdaBoost alternatives show a low
performance response, in general.
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10.2 Tonic contractions detection

Sustained contractions represent a novel paradigm in motility assessment. As far as we
know, there is not enough background knowledge about the typical duration of tonic
contractions, their expected frequency in patients suffering from different diseases,
or the impact of their analysis on clinical diagnosis regarding the above mentioned
parameters. In addition to this, tonic contractions are more difficult to annotate than
phasic contractions. It must be noticed that the physician must find the starting
point and the final point of a tonic contraction for its labelling. It implies that when
the expert comes across a motility event during the video visualization, the expert
must go forward and backwards to be sure that the motility event is a tonic and not
a phasic contraction, and that its duration exceeds 10 frames. Then, the expert must
label the initial frame and the final frame. This protocol makes tonic contractions
labelling very slow. For this reason, our experimental results were founded on the
analysis of tonic contractions from two videos selected by the specialists. These two
videos were a representative sample of videos for tonic contractions, and the experts
performed an exhaustive labelling on them.

10.2.1 Reflections on the methodology of tonic contractions
detection

The pre-processing smoothing stage is actually performed by a median filter, applied
into a window with a fixed width to the typical width of a wrinkle. This parameter
was statistically fixed and the tests accomplished showed a good behavior. We tried a
more sophisticated smoothing method by means of anisotropic diffusion [44, 87], which
respects the structural information of the image in order to apply the smoothing by
keeping sharpness in edges. The final outcome in terms of the valleys and ridges
was very similar, although anisotropic diffusion showed slightly better definitions of
valleys for some difficult cases. However, the high computational cost of anisotropic
diffusion in comparison to the median filter, makes its application not worthy, and
the median filter was accepted as the final solution.

Valley and ridge detection

The choice of the anisotropic Gaussian kernel for the wrinkle detection is underpinned
by the assumption that the wrinkles can be viewed, in a simplified way, as lines
with a fixed width over a homogeneous background. In this sense, the choice of the
anisotropic kernel instead of an isotropic one tries to boost the linear information
of the wrinkles, in comparison to other types of dark structures such as shadows,
bubbles, etc. The choice of the kernel size is strictly steered by the width of the
wrinkles, in order to maximize its output.

Regarding the choice of the valleys as the unique source of analysis for wrinkles,
several points must be highlighted: On the one hand, ridges correspond to the folds
which the intestinal walls undergo towards the camera. Our experience revealed that
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frequently these folds are not so intense as valleys, they present more irregularities
and near the intestinal lumen, they tend to get organized concentrically, not radially.
On the other hand, valleys in sustained contractions usually show a higher degree of
contrast, they show a regular radial organization, and keep a more constant orien-
tation for each wrinkle. For these reasons, the inclusion of wrinkles from the ridge
analysis does not help in the improvement of the results for sustained contractions
detection.

Correcting the blob anisotropy

One of the main sources of deformation of the polar images comes from an assumption
of circularity on the blob. As we assessed in section 8.3.3, the shape of the blobs can
be very diverse, and though a typical blob tends to undergo a circular shape, the
deviations of the blob profiles cause that concentric lines diverge from vertical lines in
the polar image. In order to try to correct this anisotropy in the shape of the blob, we
performed some trials focusing our attention on forcing a regression of the real blob
into a circular shape by means of a warping [10]. The interested reader may consult
our proposal of approach in Appendix E.

10.2.2 Qualitative analysis of tonic contractions detection

The qualitative analysis of the output of our system is an essential instrument to
understand the real performance of the proposed approach. The visual validation
on the false positives sequences shows the difficulty of the labelling of this kind of
contractions by the specialists. The visual patterns of the sequences obtained as false
positives rendered in Figures 9.5 and 9.6 match, in many cases, the paradigm of more
than 10 frames of sustained contraction, although in some cases it is really difficult to
separate the threshold between a phasic and a sustained for such a sort span of time.
This does not happen for the case of the longest contractions, and both the specialist
and the system provide sequences which intersect for all the cases without exception.

In true positives the wrinkle frames show the sought radial pattern. Regarding
the false negatives, the origin of the misclassifications is twofold: some bubbles in the
lumen center hinder the detection of the lumen. In other cases, the wrinkle pattern
is so weak that no blob was in the binary Laplacian image. In this sense, the right
detection of the lumen plays a fundamental role. In order to skip this dependency, we
tested other approaches such as using as a centroid the center of mass of the wrinkle
pattern, instead of the center of mass of the blob. However, the results provided
by these alternatives were not satisfactory. Other tested alternatives for detecting
the patterns of sustained contractions included the use of the relative position of
the camera in the body, which can be calculated from a raw data source of position
information which is provided by the capsule. A set of examples of preliminary tests
using this information can be consulted in Appendix F.
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Chapter 11

Conclusions

The basic conclusions of this thesis can be summarized in the following list:

1. Regarding the automatic detection of phasic contractions, we proposed a set of
image descriptors based on image intensity, blob analysis and textural informa-
tion, for the video frames characterization. We applied these descriptors to all
the video frames and performed a classification based on a sequential system.
This cascade approach showed its suitability for the reduction of the imbalance
rate of the classification problem. In addition to the former, this type of design
allows the experts to include domain knowledge in different modules, which are
to be independent from each other. The final classification stage, consisting of
a support vector machine trained by under-sampling provided the best perfor-
mance results in our experiments. We tested and showed specific results about
the impact of several modifications of powerful classification algorithms in the
performance of our imbalanced problem.

2. In terms of individual contractions detection, our system showed good results
of accuracy and precision. In terms of density of contractions (which represents
the ability of our system to reproduce the temporal pattern of intestinal motil-
ity with phasic contractions), our statistical tests confirmed that our system
provided equivalent patterns to those provided by the experts. The qualitative
analysis of our results shows that our system misclassified only those patterns
presenting a high deviation from the phasic pattern, and obtaining high values
of sensitivity for the clear patterns. In addition to this, our system showed
its ability to detect contractions which the experts omitted to annotate. This
amount of rescued contractions typically corresponds to 5% of the total count
of real findings.

3. Our proposal showed that the use of ROC curves provides an elegant and effi-
cient way for the optimization of the classification process using multiple clas-
sifiers. This translates into a relevant reduction of inspection time for the case
of occlusive contractions.
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4. Regarding the automatic detection of tonic intestinal contractions, we proposed
a set of image descriptors based on the detection of the radial wrinkles patterns
which the intestinal walls show during the contraction event. We proposed
different approaches for the characterization of these patterns, both in cartesian
and polar coordinates, presenting a comparative study of their performance
results. Our proposal showed to provide an important reduction in visualization
time.

5. These results constitute a first approach to the study of intestinal motility as-
sessment with video capsule endoscopy. The use of the software tools which we
developed in our project provided the physicians with a helpful data source for
this aim. The advances in intestinal motility assessment achieved by means of
the analysis of the data provided by our tools, have shown their utility and rele-
vance, which has been assessed by their publication in several pieces of research.

Future lines of research

Finally, we would like to point out our proposal for future lines of research in the
scientific endeavor of enlarging the framework of the intestinal motility assessment
by means of an accurate automatic detection of the dynamic events involved in it.
For this aim, we would like to highlight some fundamental aspects which are mainly
related to the definition of new visual paradigms of motility events, the identification
of improved descriptors based on image and video analysis, and the achievement of
more sophisticated classification techniques.

• We think that the fusion and combination of features from both phasic and tonic
patterns constitutes a promising line of work. In this sense, the enrichment of
the phasic categorization by means of the inclusion of the wrinkle information
in the feature vector could help to provide a more accurate description in terms
of textural content.

• The generalization of the dynamic models involved in intestinal motility consti-
tutes an novel and open field of research. We are developing preliminary tests
with different dynamic strategies, such as hidden Markov models, for the conse-
quent representation of the video sequences by means of n-grams. This strategy
precesses a rotation invariant approach for the video frames analysis which we
already developed. In this context, the categorization of the variable length of
the phasic and tonic contractions may play an important role.

• The automatic classification of diverse subtypes of intestinal contractions re-
garding other features, such as speed of the contraction process or the maxi-
mum and minimum size of the lumen during the contractile event, represents an
interesting challenge from a physiological point of view. We think that the use
of multi-class approaches for the classification framework could help to tackle
this problem.
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• We believe that the good categorization of static regions could help to achieve
better results in classification. However, several drawbacks, mainly related to
the presence of intestinal juices and the movement of the camera, drastically
hinder the performance of the tested approaches. Our preliminary tests, based
on color information and optical flow, showed promising results.

• We are currently investigating ways of taking profit from the positioning infor-
mation which the camera provides. A registration process between the position,
its speed and the visual data may be a useful source of information. The camera
position data may be also useful for the assessment of the different patterns of
motility for the different zones of the small intestine.

• Finally, we are in a continuous feedback with the experts in order to improve
the current visual assessment methods, create optimal protocols and include
faster and more efficient versions of our solutions for their use in a real clinical
scenario in a close future.



146 CONCLUSIONS



Chapter 12

List of publications

• F. Vilariño, P. Spyridonos, J. Vitrià, F. de Iorio, F. Azpiroz and P. Radeva.
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Appendix A

Polar transform

The polar transform is a helpful tool for the representation of structures showing radial
or concentric patterns. The polar transform for a center point C = (cx, cy) maps an
image I(x, y) in the cartesian domain into the polar domain domain IC

Pol(r, θ), where

r(x, y) =
√

(x− cx)2 + (y − cy)2

θ(x, y) = arctan(x− cx, y − cy)

The inverse transform is given by the formulae:

x(r, θ) = cx + r cos
(

θπ

180

)

y(r, θ) = cy + r sin
(

θπ

180

)

where r ∈ [0, Rmax] and θ ∈ [0, 360), and Rmax is the maximum distance of a pixel
to the center point C in the cartesian image.
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Appendix B

Design of steerable filters

Steerable filters are designed in order to provide directional information for specific
orientations. The foundation of this technique is based on a complete set of basis
functions in the space of orientations for a given scale. This set of basis functions
can be used to construct equivalent functions for arbitrary orientations. Derivative of
Gaussian functions are commonly used for the design of steerable filters. The deriva-
tives of Gaussian form a complete set with different dimension for each derivation
order: two functions are needed for order one, three for order 2, etc. Figure B.1
shows the basis functions for the derivatives of Gaussian of different order at a fixed
scale. The first row shows the Gaussian function. The following rows show the basis
functions for the first, second and third order derivatives.

The mathematical development of the steerable filter approach is as follows. The
Gaussian function in 2D has the formula (here, the σ parameter was set to 1 for
convenience):

G(x, y) = e(−x2+y2)

The first partial derivatives of the Gaussian function are:

G0
1 =

∂

∂x
G(x, y) = −2x e(−x2+y2)

G
π/2
1 =

∂

∂y
G(x, y) = −2y e(−x2+y2)

These two functions form a basis set. One filter with an arbitrary angular orien-
tation θ can be built up from this basis by means of interpolation in the following
way:

Gθ
1 = cos(θ)G0

1 + sin(θ)Gπ/2
1
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Figure B.1: Basis functions for a bank of filters of derivatives of Gaussian.

The general formula for the bases of higher order filters corresponds to:

Gθn
n , n = 1, 2, 3 . . . , θn = 0, . . . , kπ/(n + 1), k = 1, . . . , n

And the general formula for an arbitrary oriented filter is:

Gn(θ) =
n+1∑

i=1

G(i−1)π/(n+1)
n ki,n

For the specific case of second derivatives of gaussian, the three interpolants are
as follows:

ki,2 =
1
3

[1 + 2 cos(2(θ − (i− 1)π/3))] , i = 1, 2, 3



Appendix C

A simple set of heuristic rules for
phasic contractions detection

These heuristics are exclusively based on intensity variation and lumen detection:

1. Dynamic patterns detection: We apply a zero-cross threshold over f1.

2. Rejection of the bubble and wall frames:

A The bubble detection is performed by means of a histogram matching. All
the frames are quantized in color by using 256 bins. One frame is considered
a bubble frame if more than 50% of its normalized color histogram coincides
with, at least, another frame from a pool of 20 manually selected bubble
frames.

B One frame is labelled as a wall frame if the sum of the blob areas is lesser
than 200 pixels.

3. Rejection of lateral contractions: We apply a circular mask with a radius
80% smaller than the radius of the circular visualization area of the frame. We
reject all the sequences where more than 3 frames have more than 50% of the
blob area out of this mask.

4. Rejection of sequences with small variation in the blob size: If the area
of the blob which remains constant in the 9 frames is greater that 1500 pixels.

5. Rejection of non-occlusive contractions: If the area of the blob with the
minimum value within the sequence is greater than 130 pixels.

6. Rejection of false positives related to shadows wrongly detected as
the lumen hole: If the overall sum of f3 for the pixels subscribed to the blob
area is less than 10.
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Appendix D

Color characterization of bubble
frames using histogram matching

The presence of turbid liquid is characterized in terms of color, which is usually in a
range from brown to yellow, mainly centered around green. The color characterization
of the turbid frames may be performed by means of a color histogram quantization
using, for example, the RGB space. This technique consist of two different steps: 1)
color quantization, and 2) histogram generation for histogram matching. In the color
quantization step, each of the possible 256 values of each RGB channel is associated
with one of N bins linearly distributed between 0 and 255. In our case, we may apply
a quantization value of N = 8. The resulting image has now 8× 8× 8 = 512 possible
colors, instead of 256 × 256 × 256 = 16, 777, 216 colors of the original image. In the
histogram generation step, we count the number of pixels for each of the 512 colors,
and we construct a feature vector with these counts, normalized by the total number
of pixels. Figure D.1 show several normalized histograms for different images. The
horizontal axis corresponds to the bin number and the vertical axis corresponds to
the numbers of counts for each bin.

We use the normalized histograms to compare the similarity of the video frames
with a set of reference frames. For this aim, we manually selected a representative
pool of 100 frames showing bubbles in the whole field of vision, taking special care in
gathering the widest color range for the bubbles color description. Figure D.2 renders
a subset of the frames used as reference colors for bubbles.
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Figure D.1: Three different quantized color histograms for three different frames.

Figure D.2: Set of 15 bubble frames used in the reference set. The variety of colors
range from yellow to green, including white

Our final goal consisted of obtaining a measure of the portion of the image which
showed a color indicative of the presence of bubbles with a high likelihood. In order to
tackle this aim, we applied a histogram matching [47]. We calculated the intersection
of the normalized histogram of each video frame with each of the reference frames,
obtaining the maximum intersection value in the following way:



157

HistMI(n) = max
i

256∑

j=1

(Hist(n)(j)
⋂

Hist(Refi)(j)) (D.1)

where i = 1...100 is the index of the i-reference frame, n is the index of the n-frame
in the video, and j references the j-bin of the normalized histogram Hist. Thus,
HistMI(n) ranges in the interval [0, 1], providing its minimum value when the n-
video frame contains no color associated with bubbles, and providing its maximum
value when all the pixels in the image share the same color distribution as one bubble
reference frame.

Finally, we followed the same criterion described in the textural analysis, classify-
ing a frame as a bubble frame if more than 50% of the image presented color similarity
with one of the reference frames, i.e., HistMI(n) > 0.5.
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Appendix E

Correcting the blob anisotropy

Warping consists of making an object change its original shape, by twisting or bending
it, so that it adapts itself to a new shape. This technique requires a set of landmarks
which are to guide the deformation of the whole image. In our scenario, we are
interested in modifying the blob shape in order to adapt it to a perfectly concentric
donut shape, as pictured in Figure E.1. Our conjecture is that the warping of the
blob shape into a perfectly concentric shape may compensate the angular divergence
of the wrinkles, leading to vertical patterns in the polar transform.

Figure E.1: Correction of the blob by means of warping.

Our proposal is summarized as follows:

1. Segment the original donut and distribute the landmarks along the internal and
external donut contours in a homogenous way with a fixed distance of pixels.

2. Construct the target donut, set the landmarks number, and distribute the land-
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marks along the internal and external donut contours in a homogenous way,
using the same number of landmarks.

3. Associate each landmark of the inner contour of the original donut to one land-
mark of the inner contour of the target donut. Repeat the same procedure with
the external contour -see Figure E.2-.

4. Perform the warping using the proposed associations of landmarks as evolution
constraints for convergence.

Figure E.2: Correspondences between the landmarks of the inner and outer contours
of the original blob (crosses) and the synthetic donut (circles).

Figure E.3 shows on the top row the initial state for the original image (a) and the
donut image (b), and on the bottom row the pattern of wrinkles (a) before and (b)
after the transform. Finally, Figure E.4 shows the pattern of wrinkles for the original
and warped images. The polar transform of the warped image shows lines with a
higher vertical orientation.

We tested this method in tonic contractions, but we finally rejected its inclusion
in the final procedure for the numerical problems associated with high anisotropic
blobs, which led to a lack of convergence in the warping procedure. Furthermore, the
improvement achieved showed to be relevant only for very clear samples, due to the
large variability of the wrinkle patterns.
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(a) (b)

Figure E.3: (a) Initial state for the original blob and (b) final result of the warping.
The top row shows the control points and the bottom row the binary wrinkles images

Figure E.4: Polar transform for the (top) original and (bottom) warped images.
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Appendix F

Spatial tracking of the capsule in
the body

The M2A c© capsule stores, together with the video frames, the 2D spatial position
of the capsule in the body. This information can be visualized as a path, and serves
as a rough approximation of the real position of the camera. Thus, a pair of coor-
dinates (px, py) is provided for each frame. These coordinates do not have a specific
magnitude: they are obtained by power differentiation of the multiple aerials tapped
to the patient, ant they refer to the pixel position in a visualization display provided
by the commercial company. Figure F.1 pictures an example of path followed by the
capsule for a clinical volunteer. The red and the green squares label the starting and
the final point of the study.

The precision of the positioning is affected by several factors: directionality of the
radiation pattern of the capsule, different absorbtion rates of the different soft and
hard tissues, etc. Although and exhaustive calibration and validation procedure has
not been performed for these values, we tried a first tentative approach to the use
of the position information provided by the camera for the validation of a clinical
scenario. The experts provided us with a set of studies in which a volunteer was
administered with a drug which paralyzed its intestine for a determined span of time
which could be controlled by the specialists. We plot the cumulative displacement
from the positioning data provided by the camera. Figure F.2 shows some plots for
different studies. The horizontal axis represents the time line and the vertical axis
represents the cumulated displacement.
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Figure F.1: Positioning information provided by the capsule.

Figure F.2: Cumulated displacement for several studios. The red lines bound the
expected effect of the paralyzing drug.
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The red lines in Figure F.2 bound the estimated span of time in which the para-
lyzing drug is taking effect. For all the experiments, the evolution of the cumulated
displacement tends to a static behavior within the expected area. These results show
that, although the absolute position of the capsule is not a reliable measure, the rela-
tive position could be used as a helpful source of information for motility assessment.
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Appendix G

Software applications

This section describes the software applications which we developed for the specialists,
which include the automatic detection of phasic and tonic intestinal contractions, and
the graphical tools for visual assessment. Figure G.1 pictures a snapshot of the main
graphical user interface, in which all the functionalities are centralized.

Figure G.1: Main graphical user interface of the application.

The full analysis performs the feature extraction procedure over each video frame,
generates the position data, and prints the findings provided by the experts into the
sheets of positives. In order to adapt the turbid liquid classifier to the specificities of
difficult cases, the specialists can manually create a training set of turbid and non-
turbid frames by using the SOM tool. Figure G.2 shows a SOM in which the expert
selected with the mouse a polygonal area containing turbid frames. This data set is
used in the turbid detection step of the cascade.
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Figure G.2: SOM tool for the definition of a training set for turbid frames.

The visual assessment of the classification results can be performed by means of
the drag-and-drop mosaics. A dialog frame -see Figure G.3 (a)- lets the specialists
choose among the visualization of their own labels, tunnel, wall and turbid frames,
and the contractions which were automatically detected by the system. Each type of
frame is rendered with a different color. Figure G.3 (b) shows an example of a mosaic
of wall frames, in which a specific region of the video was selected by the expert for
its analysis. The video time is also provided during the video sequence visualization.

(a) (b)

Figure G.3: (a) GUI for the mosaic. (b) One mosaic of wall frames. The area
selected by the expert is rendered for visual inspection.

In addition to the former, several useful files are provided to the experts. The file
mosaico.xls consists of a spread sheet in which, for each frame, the expert can find out
whether it has been classified as a turbid frame, a wall frame, a phasic contraction,
etc. Figure G.4 shows a snapshot of this file.
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Figure G.4: All the classification information is summarized in the file mosaico.xls.

The file motility.xls consists of another spread sheet which contains the position
coordinates, together with the cumulative displacement and curvature values, as Fig-
ure G.5 shows.

Figure G.5: The position information is provided by one separate spread sheet.

The sheets of positives are printed in the bitmap files as the one rendered in Figure
G.6. The video time, frame index and sequences of a length of 21 frames are provided.
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Figure G.6: The sheet of positives is saved as a bitmap file.

All the files are stored in the same folder -see Figure G.7-. This allows the specialist
to have quick access to the whole information associated with each study.

Figure G.7: All the files are stored in a common repository for each study.

These implementations, and the rest of the procedures presented in this work, were
programmed in Matlab 6.5. We used the LIBSVM implementation [19] for the SVM
classifier. We used the CIS Laboratory SOM Toolbox 2.0 [4] for the SOM implemen-
tation. For the experiments with different classifiers we used the PRTools Toolbox
[29]. For the AdaBoost and bagging experiments, we used our own implementations
of the different methods.
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All these applications are currently being used by the specialists for the experi-
mental assessment of small intestinal motility with capsule endoscopy. The results
obtained by the analysis provided using our approach can be consulted in the fol-
lowing pieces of research, presented at the American Gastroenterological Association
congress, and their corresponding abstracts in the Gastroenterology journal.

• De Iorio F, Spyridonos P, Azpiroz F, Radeva P, Malagelada C, Malagelada J-
R. New insight into intestinal motor activity: correlation of endoluminal image
analysis and displacement. American Gastroenterological Association, Chicago,
IL, USA, May 2005.

• De Iorio F, Malagelada C, Azpiroz F, Vilariño F, Vitrià J, Accarino A, Malage-
lada J.R. In search for new parameters of intestinal motor activity in humans.
American Gastroenterological Association, Los Angeles, CA, USA, May 2006.

• Malagelada C, De Iorio F, Azpiroz F, Spyridonos P, Radeva P, Malagelada J-R.
Diagnosis of intestinal motor abnormalities by endoluminal image and displace-
ment analysis: a novel approach. American Gastroenterological Association,
Los Angeles, CA, USA, May 2006.
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