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Abstract

Visual impairment affects the normal course of activities in everyday life in-

cluding mobility, education, employment, and social interaction. Most of the

existing technical solutions devoted to empowering the visually impaired people

are in the areas of navigation (obstacle avoidance), access to printed information

and object recognition. Less effort has been dedicated so far in developing solu-

tions to support social interactions. In this paper, we introduce a Social-Aware

Assistant (SAA) that provides visually impaired people with cues to enhance

their face-to-face conversations. The system consists of a perceptive component

(represented by smartglasses with an embedded video camera) and a feedback

component (represented by a haptic belt). When the vision system detects a

head nodding, the belt vibrates, thus suggesting the user to replicate (mirror)

the gesture. In our experiments, sighted persons interacted with blind people

wearing the SAA. We instructed the former to mirror the noddings according

to the vibratory signal, while the latter interacted naturally. After the face-to-

face conversation, the participants had an interview to express their experience

regarding the use of this new technological assistant. With the data collected

during the experiment, we have assessed quantitatively and qualitatively the
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device usefulness and user satisfaction.

Keywords: Computer Vision, Visually Impaired, Social Interaction, Assistive

Technology

1. Introduction1

The visual impairment affects almost every activity of daily living, including2

mobility, orientation, education, employment, and social interaction. Despite3

these limitations, blind people reinforce their other perceptual mechanisms:4

hearing (Kolarik et al., 2016), tact (Voss et al., 2016) and olfact (Araneda et al.,5

2016), as a form to compensate for their impairment. Some blind people are6

even capable of developing echolocation, which is the ability to detect objects7

in their environment by actively creating sounds, e.g., by tapping their canes,8

lightly stomping their foot, snapping their fingers, or making clicking noises with9

their mouths (Secchi et al., 2017), and sensing echoes from sound bouncing on10

the objects. A skilled blind pedestrian can approach an intersection, listen to11

the traffic, and from audible information alone, judge the spatial layout of in-12

tersecting streets, the width of the road, the traffic volume, and the presence of13

pedestrian islands or medians (Liu and Sun, 2006). Likewise, blind people tend14

to develop a highly sensitive tactile sense that allows them to read Braille sys-15

tem (Russomanno et al., 2015), and to scan their surroundings (Goldreich and16

Kanics, 2003). However, even though blind people tend to compensate their17

lack of sight by augmenting their other senses, the sensory bandwidth of the18

visual channel is orders of magnitude greater than that of auditory and touch19

(Loomis et al., 2012).20

Nowadays, we witness an unprecedented effort of the scientific community21

to develop solutions which could restore, even partially, the sense of sight. As22

a result, several assistive systems using computer vision have been developed23

for different applications: access to printed information (Cutter and Manduchi,24

2013, 2015), object recognition (Gallo and Manduchi, 2011; Guida et al., 2011;25

Winlock et al., 2010), navigation (Flores et al., 2014; Vera et al., 2013) and26
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social interaction (Krishna and Panchanathan, 2010; Krishna et al., 2010). A27

comprehensive survey of these applications could be found in Manduchi and28

Coughlan (2012). Of all these areas, the least exploited one is social interaction29

(Loomis et al., 2012). The importance of the visual channel is reflected in the30

type of information exchanged with our counterparts during social interactions.31

According to Ambady et al. (1992), nearly 65% of the generated volume is32

through non-verbal cues, i.e., eye gaze, facial/hand/body gestures. Thus, a33

visually impaired person suffers a serious limitation in accessing this rich flow of34

information and in consequence this deprivation could lead to social isolation,35

depression, loneliness, and anxiety (Hinds et al., 2003).36

In this work, we develop a wearable technological assistant to provide visually37

impaired people with cues that may enhance their social interaction during38

face-to-face conversations. The system architecture is depicted in Figure 1(a).39

It consists of a perceptive component (represented by smartglasses which have40

embedded a video camera shown in Figure 1(b)) and a reactive component41

(represented by a haptic belt shown in Figure 1(c)). The video stream captured42

by the camera is sent to a computer, where a specialized software runs face43

detection, tracking, and head gestures algorithms. When a head nodding is44

detected, this information is sent to the vibratory belt informing the user, who,45

on his turn, could replicate the gesture. By closing this gesture loop, a mirroring46

event is triggered.47

The main contributions of our approach are:48

• The introduction a Socially-Aware Assistant (SAA), consisting of percep-49

tive, and feedback components.50

• The implementation of a computer-vision-based application for a social51

assistant on a wearable platform. The use of smartglasses confers the R4.03R4.0352

system a first-person perspective, which is ideal for this type of applica-53

tions when compared with other assistive systems that offer a third-person54

perspective.55

• The development of new insights obtained by testing the SAA with visually56
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(b) Smartglasses

(c) Vibratory Belt

(a)

Figure 1: System overview: The smartglasses shown in (b) transmit live video to a computer,

which processes the data and sends commands to a vibratory belt shown in (c). The belt

receives the commands from the computer and vibrates to provide feedback to the user shown

in (a) (Smartglasses with live-stream video capabilities by Pivothead Inc., with permission)
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impaired people. We validated our system in a simulated tourism office57

environment, where we envisioned a face-to-face conversation taking place58

between a blind person (acting as a tourist guide) and a sighted person59

(acting as tourists). As a result, a custom data corpus has been recorded,60

annotated, and will be made available to the research community upon61

request.62

Our application integrates work we have previously done on head-gesture recog-63

nition (Terven et al., 2014, 2016) and social interaction (Meza-de Luna et al.,64

2016), and new results which include the development of a real-time technology65

assistant for visual impaired social interaction, and the use of a vibratory belt66

for haptic feedback.67

The rest of the paper is structured as follows: we dedicate section 2 to68

review the related work in the area of assistive technology for social interaction.69

In section 3, we describe the system’s architecture. In section 4, we explain the70

design of the experimental study. In section 5, we report our results and discuss71

the findings of our study. Finally, we draw our conclusion and provide some72

guidelines for future work.73

2. Related Literature74

To a large extent, assistive technology for visually impaired people is based75

on ultrasonic, infrared, or laser sensors (Dakopoulos and Bourbakis, 2010). How-76

ever, as sighted people acquire most of their information through visual percep-77

tion, it is tempting to use computer vision to achieve the same goal (Chessa78

et al., 2016). Nonetheless, limitations in computing power and the lack of reli-79

able algorithms have been a recurrent problem for computer vision in this area.80

Fortunately, parallel to the revolution in computing technology observed in the81

last decade, wearable devices are now capable of running real-time vision al-82

gorithms (Niu et al., 2017). Comparatively, assistive technologies to support83

social interactions have been scarcely explored. Our concern is that during a84

social interaction, a substantial part of the communication comes in the form85
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of non-verbal cues, including face gestures, head movements, gaze direction and86

others alike (Massé et al., 2017), to which blind people have no access. This87

represents a severe limitation that may lead to social isolation (Kizar et al.,88

2016).89

The motivation for our work comes from the psychological research devoted90

to the study of the performance of visually impaired people during social inter-91

action. As Grove et al. (1991) observed, when visually impaired people take92

the initiative in a conversation, their sighted counterparts are less apprehensive,93

more talkative, and feel more confident since they do not have to worry for a94

situation that might seem embarrassing. Overall, they feel more satisfied with95

the interaction (Hecht, 1978), inclined to have more positive thoughts, and even96

feel empathy with the initiator (McCroskey and McCain, 1974). In another97

study, Frame (2004) found that, for a successful social interaction, the visually98

impaired person must be able to adapt to, and perform competently within, his99

or her assigned role, establish and maintain mutually satisfying relationships100

with other people, and know how to manage the potential responses.101

Hayden (2014) reported a computer-vision based wearable assistant to sup-102

port the social interaction of blind people. His system consists of a mobile103

phone, which acts as both a perceptive device through its camera and a compu-104

tational unit, and a smart watch, which acts as a haptic feedback interface. His105

wearable assistant recognizes faces and can identify persons passing by and in-106

form the user, in case she/he wants to initiate a conversation. A similar system,107

intended as a wearable assistant able to characterize different types of social108

interactions, has been reported in Fathi et al. (2012). The assistant employs a109

head-mounted GoPro camera as a wearable device, and its basic functionality110

relies on the detection and estimation of people’s faces in a group. Based on111

this information, the role of each person in a group is inferred (either speaker112

or listener).113

Perhaps the most sustained effort so far comes through iCARE Social Inter-114

action, a project from Arizona State University. Its goal is to allow blind people115

to access visual information during social encounters. Through an on-line sur-116

6



vey, they detected eight social needs for individuals who are blind and visually117

impaired (Krishna and Panchanathan, 2010). The most significant one corre-118

sponds to feedback on their body mannerism and how it was affecting people’s119

social interactions. The survey concluded that the important needs for the visual120

impaired include their access to body mannerisms, facial expressions, identity,121

eye gaze, proxemics and appearance of their social interaction partners, in that122

order. The prototype they developed uses a camera attached to eyeglasses that123

communicate with a smartphone. By using computer vision algorithms, the124

iCARE detects the position of the other person and gives this information to125

the user through a belt with vibrators (McDaniel et al., 2008). The system126

can also identify seven basic emotions (happiness, sadness, surprise, anger, fear,127

disgust, and neutral) and provide this information to the user through a glove128

made of 14 small vibratory motors (Krishna et al., 2010). The previous results129

have been combined and presented as an integrated system in Panchanathan130

et al. (2016). Similar to our work, Anam et al.(2014) introduced an assistive131

device based on Google Glasses. Their system recognizes gestures such as Smile,132

OpenSmile, Sleepy, Yawn, Looking up/down, Looking left/right, and provides133

speech feedback to the user. By contrast, we chose haptic over auditory feed-134

back, as previous research has identified its advantages (Flores et al., 2015), in- R3.04R3.04135

cluding its non interference with the user’s awareness of other situational events136

and the reduced cognitive load it requires to recognize messages. Furthermore,137

our visual system recognizes six gestures, including Looking up/down, Turning138

left/right, Shaking, and Nodding. However, based on a pre-test inquiry per-139

formed with visually impaired people, we concluded that it is easier for them140

to focus on a single feedback, and opted to use only nodding gestures to obtain141

insights into the effect of assistive technology for social interaction.142

The relevance of the present work is that we apply our computer vision143

algorithms on real video data, captured with the smartglasses, and we test our144

system in a realistic scenario with visually impaired people.145
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Figure 2: System Architecture: Our system provides haptic feedback for visually impaired

users after an interlocutor nodding has been detected. The method to detect nodding involves

capturing images I from the live-stream of smartglasses. From the video, we detect the

interlocutor’s face. Using the features detected in the scene, F , compensate for ego-motion,

E, to estimate the pose, T, and finally recognize the interlocutor’s head gesture, w. When

appropriate, our system sends commands to a vibratory belt, which in turn provides feedback

to the user.

3. System Architecture146

Our system’s architecture consists of a perceptual component represented by147

a wearable camera embedded in smartglasses (to detect the head noddings) and148

a feedback component represented by a haptic belt (to inform the blind user149

when such an event has been detected) (see Figure 2). The pipeline for our head-150

nodding detection algorithm consists of the following steps: face detection, face-151

tracking and stabilization, head pose estimation and head gesture recognition.152

We explain these elements in the following subsections.153

3.1. Face Detection, Tracking and Stabilization154

The system activates when the Viola-Jones (Viola and Jones, 2001) detects155

a face. Once a face is detected, we extract the facial features using non-rigid156

face tracking with the Supervised Descent Method (SDM) (Xiong and De la157

Torre, 2013). Our method stabilizes the camera motion (ego-motion) by fitting158

a motion model to the camera using background features(Terven et al., 2016). R4.04R4.04159
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To estimate camera motion, we extract sparse features of the background

and track them using optical flow. We discard features inside the face region to

prevent the use of head motion as background motion. More formally, we created

a set of n pairs of matched features, S = {(xκ,xκ−1)j}, for j = 1, . . . , n from

the previous and current frames, and where xTκ = (xκ, yκ, 1). Using this set of

features, we estimated the interframe motion represented as a two-dimensional

linear model with four parameters similar to the one proposed in Battiato et al.

( 2007):

xk =

 λR(φ) t

0T 1

xk−1 = Txk−1,
(1)

where R is a 2× 2 rotation matrix, φ is the rotation angle, tT = (tx, ty) is the160

translation in the x and y direction, 0 is a 2× 1 vector of zeros, and λ is a scale161

parameter.162

We process the background features removing outliers using localized RAN-

SAC as described by Grundmann et al. (2011) to obtain a set of m feature

pairs, which we used to solve for the camera motion T (1) using linear Least

Squares. T establishes a relationship between the facial features with camera

motion xw = [xw, yw, 1]
T and the motionless facial features xs = [xs, ys, 1]

T as:

xw = Txs. (2)

3.2. Head Pose Estimation163

Head pose estimation refers to the computation of a person’s head orienta-164

tion and position (six degrees of freedom) with respect to a camera (Murphy-165

Chutorian and Trivedi, 2009). In our system, we compute the head pose as R4.04R4.04166

follows. For each tracked and stabilized head position, we estimate its pose fol-167

lowing the approach described in Martins et al. (2008), where 2D image points168

and 3D model points are matched using the Pose from Orthography and Scal-169

ing with Iterations method (POSIT) (Dementhon and Davis, 1995). POSIT is170
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a classic algorithm for finding the pose of a 3D model with respect to a cam-171

era given matching pairs of 2D image points and 3D object points. For the172

3D points, we use a 3D anthropometric model available online in (Martins and173

Batista, 2008).174

3.3. Head Gestures Recognition175

Once estimated the head pose, the next step is to recognize head gestures176

such as nodding and shaking. For this purpose, we introduced in Terven et al.177

(2014) an approach using Hidden Markov Models (HMMs), which works as178

follows. To train and test the HMMs, we collected a custom dataset using static179

and wearable cameras. The dataset contains around 150 samples of each of the180

six gestures. Each gesture in the dataset was translated into a sequence or time181

series of 20 digits long containing the changes in yaw and pitch in consecutive182

frames.183

Typical sequences exhibit larger changes in pitch than in yaw for a nodding R4.04R4.04184

gesture and larger changes in yaw than in pitch for a shaking gesture. Inspired185

by these changes, we define five states in our HMMs and train to recognize six186

gestures: nodding, shaking, looking up, looking down, turning left, turning right.187

Although for the present paper we only use nodding, the rest of the gestures are188

included in the model to improve the recognition of similar gestures. Our head R3.03R3.03189

nodding classifier achieved an Area Under the ROC Curve (AUC) of 0.91, as190

reported in (Terven et al., 2014, 2016).191

3.4. Haptic Feedback192

Over the past 30 years, there has been a significant amount of research193

to understand auditory and haptic perception for assisting blind people. One194

approach has been the development of general purpose sensory substitution195

either by touch (Bach-y Rita, 1967; Collins, 1970) or audition (Capelle et al.,196

1998; Meijer, 1992). General substitution by touch has led to what is called distal197

attribution or externalization (Auvray et al., 2005; Auvray and Myin, 2009;198

Siegle and Warren, 2010), which refers to sensing tactile stimulation on the skin199
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of objects external to the user. However, general-purpose sensory substitution200

devices have not proved to be robust and reliable for everyday life and have201

led to specific purpose devices that enable specific tasks such as mobility and202

orientation.203

Even though blind people tend to develop augmented senses, the sensory204

bandwidth of vision is orders of magnitude greater than that of auditory and205

touch (Loomis et al., 2012). Because of this, it is necessary to pre-process the206

visual information to extract only relevant cues and provide high-level feedback.207

Feedback is an essential component of every assistive technology device. In208

the case of technology for blind users, the feedback can be acoustic or haptic.209

Acoustic feedback can be used to provide information about events, the pres-210

ence of people or animals and to estimate distances (Hill et al., 1993). Haptic211

feedback refers to touch and tactile sense. In the case of visually impaired peo-212

ple, the widest use of haptic feedback is the white cane which is used to scan213

the immediate surroundings (Nichols, 1995). Another typical example of haptic214

feedback is the use of the palm of the hands and fingers to recognize shape and215

texture of objects. Blind people also use the feet soles to gather information216

about the surface. In both cases, user acceptance is a key issue.217

Our choice for haptic feedback is motivated by three factors: (1) to be non-218

distracting, (2) to guarantee privacy, and (3) to have good aesthetics. That is, we219

meant to provide the necessary information without distracting the interlocutor,220

nor blocking the user’s hearing, in a private manner to the user, comfortable221

and visually appealing. For this, we use a comfortable sports belt (shown in222

Figure 1(c)) augmented with a custom electronic circuit located at the center of223

the belt, and two small vibratory motors located on each side of the belt. The224

electronic circuit contains a digital signal controller to handle the motors and a225

Bluetooth transceiver to communicate with the computer.226

When a head gesture is detected, the computer sends a Bluetooth command227

to the belt, which in turn decodes the command and activates one of two small228

vibratory motors to provide feedback to the user. The vibration duration and229

intensity can be customized to adapt to the user’s preferences.230
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(a) Normal sighted person acting as a

tourist.

(b) Visually impaired person acting

as a tourist guide.

(c)

Figure 3: Examples of images from our experimental setup. Subfigures (a) and (b) show images

obtained from the static cameras placed on the table, and subfigure (c) shows an image taken

from the wearable camera used by the visually impaired person. Image resolution is 640 ×

480 pixels.

The system was implemented in C++ and takes around 60ms to run all231

steps achieving a frame rate of 15 frames/sec on HD video. This performance232

was measured on a tablet equipped with 8GB of RAM and an Intel Core i5233

microprocessor running at 1.9GHz without dedicated GPU.234

4. Experimental Design235

To assess the usefulness of the SAA, we designed an experiment integrating236

mixed methods (Hernández et al., 2010). To facilitate the conversation between237

two unknown people, we set up a scenario of a tourist office where the blind238

person could explain freely what can be visited in the city. The scene offered239

an accessible and motivating conversation topic for people, regardless of their240
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level of education. To achieve this, we selected participants among the ones who241

knew the city of Querétaro before they were diagnosed with blindness and could242

make at least three recommendations on what to visit. In our experiment, blind243

people (acting as tourist guides) and sighted students (acting as tourists asking244

for advice while visiting a city) interacted during three minutes (see Figure 3).245

Each tourist had two conversations with a different tourist guide. One of them246

wearing the SAA (condition C1) and the other without it (condition C0). The247

feedback component generated two different vibrations when the interlocutor’s248

head movement was detected: Vibration on the left side when detecting shak-249

ing and vibration on the right side when detecting nodding. It is important to250

stress that the analysis in this paper is based exclusively on the occurrence of251

noddings. Therefore, we instructed the tourist guides in condition C1 to mirror252

the head gestures according to the vibratory signal that was being received at253

the belt. Tourist guides in condition C0 used similar smartglasses but without254

receiving feedback. After the experiment, the participants assessed their satis-255

faction on the interaction using a written questionnaire and a semi-structured256

interview. We evaluated features such as interest (an attitude to be orientated257

towards what the other person is doing or saying (Adler et al., 1964)), warmness258

(ability of the other person to make one feel confident (Fiske et al., 2007)), close- R4.05R4.05259

ness (quality of emotional proximity where the person is sensitive to the needs260

and desires of the interlocutor (Ward and Broniarczyk, 2011)), friendliness as R4.08R4.08261

the ability to show camaraderie; goodwill and light-hearted rapport (American262

Psychological Association, 2018) and satisfaction as the subjective evaluation,263

of pleasure or disappointment, on the conversation.264

4.1. Participants265

Our inclusion criteria to participate in the experiment were being at least266

18 years old and to signing a participation agreement. All tourists were sighted267

undergraduate students. As our motivation to develop the SAA was to help R3.01R3.01268

to curve the period of adaptation, we set as an inclusion criterion for tourist269

guides of having at most three years of having been declared legally blind (visual270
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acuity of 20/200 or less), and totally blind (no light perception) at the time R3.02R3.02271

of participation in the experiment. This threshold agrees with previous studies272

which establish the period of psychological adaptation of blind people Fitzgerald273

et al. (1987); Robertson et al. (2006) and with the empirical observations carried274

out by teachers and psychologists caring for the blind participants.275

For the experiment, we made a pre-selection of participants matching people276

with similar age, verbal and gestural expression. We assessed it during an inter-277

view, with two social sciences specialists, by scoring the number of gestures of278

the blind person, their tendency to direct the face towards the interlocutor, and279

whether their verbal expressiveness was detailed or succinct. The selected can-280

didates were divided in pairs of tourists interacting with the same set of tourist281

guides. The participants in the experiment consisted of 32 volunteer students282

(50% women), ranging from 18 to 31 years (µ = 21.1, σ = 3.3). Additionally,283

there were eight blind people (50% women), ranging from 29 to 67 years (µ =284

48.6, σ = 11.6). The tourist guides were invited to participate through a local285

school specialized in blind people, to evaluate our SAA.286

4.2. Development of the Experiment287

During the experiment, the tourists were not informed of the fact that the288

tourist guides were wearing or not the SAA, nor were they aware of the SAA’s289

functionality. To decrease the prime exposure bias, half of the tourists were290

presented first to a tourist guide in condition C1 and then to a tourist guide in291

condition C0. For the other half, the protocol was the other way around. Be-292

fore the experiment, participants completed their general data and an informed293

consent form.294

In the written questionnaire, we asked the tourists to evaluate the conver-295

sation on a scale between 0 and 10 (where 10 is best), inclusive, with Semantic296

Differential rating based on attributes of the Two-Dimensional Social Interac-297

tion Scale (Wai and Bond, 2001) (coldness/warmness, malevolence/friendliness,298

distant/close, unpleasant/pleasant, dissatisfaction/satisfaction) and their per-299

ceptions of the tourist guides (retracted/sociability, apathetic/attentiveness, in-300
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different/interested). In the semi-structured interview, the tourists were asked301

to describe their impressions throughout the conversation and to provide a gen-302

eral assessment of their satisfaction. After the second conversation, they were303

invited to compare both interactions.304

The tourist guides had two sessions of training using the technology assis-305

tant. In the first training session, the blind persons became familiar with the306

device. This session allowed us to evaluate their ability to interpret feedback.307

Afterwards, we interviewed them to assess their interacting style and their po-308

tential to recommending at least three places to visit. In the second training309

session, we reinforced the vibration-gesture association to help the blind people310

to get confidence in their role as tourist guides. In general, each training session311

lasted about half an hour.312

For tourist guides in condition C1, in the experiment, we asked them to nod in313

response to the haptic stimuli. After each session, the tourist guide had a semi-314

structured interview. During the interview, they described their impressions315

throughout the conversation with the tourist. They evaluated on a scale from316

0 (very unsatisfied) to 10 (very satisfied) their satisfaction and the satisfaction317

they believe that the tourist may had in the conversation. For our purposes, we318

defined satisfaction in the conversation as the subjective evaluation, of pleasure319

or disappointment, when comparing the self-perception of performance relative320

to the self-expectations. Overall, each tourist guide participated in four sessions321

in condition C1 and four sessions in condition C0. At the end of the sessions,322

we asked tourist guides to assess the possible difference in the conversations323

with/without the SAA, its potential usefulness in daily life and possible im-324

provements in future versions.325

This study followed ethical standards as stipulated by the American Psy-326

chological Association (Flavio et al., 2010). Participants signed an informed327

consent letter. Confidentiality and person’s anonymity were maintained at all328

times. All video and audio recordings were made with participant’s written au-329

thorization. The Ethics Committee of the Universidad Autónoma de Querétaro330

approved the protocol. The experiment took place between February and May331
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Table 1: Analysis of the Results. In our analysis of the results we determine to what degree

the responses can be inferred from the measurements obtained from the vision system through

a series of classifiers. A written questionnaire asks the tourists and tourist guides to evaluate

different aspects of the conversation. We use a post-experiment interview to find out the

perceived usefulness of the SAA. This qualitative evaluation is used as ground truth to both

evaluate the performance of a set of classifiers constructed to evaluate the vision system and

for the importance analysis of the features in the written questionnaire.

Visual Cues

tourist’s noddings

tourist guide’s
noddings

tourist mirrors
tourist guide

tourist guide
mirrors tourist

satisfied/unsatisfied
with interaction

preferred
with/without SAA

first/second interview

was with/without
SAA

predictors responses

Written Questionnaire

tourist guide
SAA usefulness, perception of
tourist’s satisfaction, self satis-
faction

tourist
about tourist guide about interaction

sociability, atten-
tiveness, interested

warmness, friend-
liness, closeness,
pleasant, satisfac-
tion
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As a result of the experiment, we created a corpus of data, which for each333

conversation in C1 contains three videos (two from the static cameras focused334

on the interlocutors and one from the tourist guides’ wearable camera), and for335

each conversation in C0 contains two videos (from the static cameras), a written336

questionnaire answered by the tourist, and two recorded qualitative interviews337

(one with the tourist guide and one with the tourist).338

5. Experimental Results339

In the experiment described in section §4, visually impaired people acted as340

tourist guides while normally sighted people acted as tourists (See Figure 3). In341
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this section, we analyze the result of the conversations. As our objective is to342

find out the forms the SAA improves the communication with blind people, we343

search for the strength of the relationship between the outcome of the inferences344

made with the visual cues we obtain during the conversation, and the responses345

of the participants to written questionnaires and post-experiment interviews (see346

Table 1). R4.06R4.06347

5.1. Visual Cues348

In this section, the purpose is to assess whether the number of head noddings349

or mirroring events generated by either the tourist or the tourist guide using the350

SAA (condition C1) or not using the SAA (condition C0) shade light on the351

conversation. Our approach consisted of constructing classifiers to distinguish352

the responses out of the predictors. The visual cues we used as predictors include353

the number of noddings made by the tourist and the tourist guide, and the354

number of times either the tourist mirrored the tourist guide or vice-versa. The355

responses of our classifiers included the satisfaction in the conversation, whether356

the interview was the first one or the second one the tourist guide wearing357

the SAA or not, and whether the interlocutors (in their words) preferred the358

conversation with or without the SAA. Using these as the segregation criteria,359

we divided our data using the predictors. See, for instance, Figure 4(a)-(d), R4.07R4.07360

which illustrates the case where the response is whether the tourist guide was361

using the SAA or not for different predictors.362

To assess the importance of each predictor in the classification tasks, we363

performed a feature selection analysis using the Boruta algorithm (Kursa and364

Rudnicki, 2010), a wrapper based on the Random Forests classifier (Breiman,365

2001). In the Boruta algorithm, a feature is considered important whenever366

its removal degrades the performance of the classifier. To operate, the Boruta367

algorithm makes copies of the predictors into so-called shadow variables, arrang-368

ing their values in random order. Then, a random forest model is fitted to the369

extended set of predictors. The importance of each predictor is related to the370

classifier loss of accuracy when it is removed. The Z-score is the average loss371
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(a) (b)

(c) (d)

1. noddings by tourist

2. tourist mirrors tourist guide

3. tourist guide mirrors tourist

4. noddings by tourist guide

(e)

Figure 4: Detection of experimental condition where the visual impaired was using (green)

and not using(red) the SAA. Histograms of the number of measured head noddings (a)-(b),

and mirroring events (c)-(d), for the detection of the experimental condition where the tourist

guide is wearing the SAA (green) and is not wearing the SAA (red) (overlap is shown as

reddish green). The output of the Boruta algorithm (e) shows that the measured visual cues

are found important with corresponding values 3.42, 6.7, 10.9 and 23.6.
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(a) AUC = 0.88 (b) t-SNE

Figure 5: The performance of the classifier to detect the operating condition with the SAA or

without it results in the ROC curve in (a). The predictors include the number of noddings and

the mirroring events. Together with the response, this spans a five-dimensional classification

space. A t-SNE (Maaten and Hinton, 2008) visualization is shown in (b).

of accuracy over all trees in the forest divided by the standard deviation. The372

variables that are found important are those in which the Z-score is above the373

maximum Z-score of the shadow variables.374

Based on the output of the Boruta algorithm, the visual cues were found375

useful to distinguish whether the tourist guide was using the SAA. The relative376

importance assigned by the Boruta algorithm was 23.6 for the number of nod-377

dings made by the tourist guide, 10.9 for the number of times the tourist guide378

mirrored the tourist, 6.7 for the number of times the tourist mirrored the tourist379

guide and 3.42 for the number of noddings made by the tourists. Nonetheless,380

the visual cues were found not significant to assess: whether the interlocutors381

were satisfied as a result of the conversation, whether the tourist interacted first382

with a tourist guide wearing the SAA or vice-versa, or whether the participants383

explicitly preferred the conversation with or without the SAA.384

Using the Random Forest classifier output by the Boruta algorithm, the vi-

sual cues as predictors and whether the tourist guides were using the SAA or

not, as response, we performed a Receiving Operating Characteristic (ROC)

analysis (Swets et al., 2000) Varying the decision threshold τ over the range

19



of the distributions, we computed the number of true positives (tp), false posi-

tives (fp), true negatives (tn) and false negatives (fn). Then, we evaluated the

sensitivity (tpr) and specificity (1 - fpr) for the ROC curve using

tpr =
tp

tp+ fn
, and fpr =

fp
fp+ tn

. (3)

The area under the ROC curve, illustrated in Figure 5)(a), is 0.88, which385

suggests that both classes can be distinguished with high confidence. To gain386

some intuition on the difficulty of the classification problem, we perform an387

exercise of dimensionality reduction using t-SNE (Maaten and Hinton, 2008)388

(see Figure 5(b)). The resulting distribution of features in a bidimensional389

space coincides intuitively with the outcome of our previous analysis.390

5.2. Written Questionnaire391

The written questionnaire evaluated the personal impressions of the inter-392

locutors regarding the conversation.393

When invited to evaluate quantitatively their experience, the tourist guides394

scored the usefulness of the SAA, their perception of the tourist satisfaction,395

and their satisfaction with a median value of 10, 9 and 9, respectively. At the396

end, we asked the tourists to evaluate the conversation in terms of warmness,397

friendliness, closeness, pleasant, and satisfaction. They also evaluated their398

perception of the tourist guide in terms of sociability, attentiveness, and interest399

in the conversation. In general, the distributions of the evaluation for these400

concepts are high or left-skewed.401

To evaluate whether there are statistically significant differences in the con-402

versation between the two conditions (with or without the SAA), we first notice403

that the distributions are severely skewed toward high values. In these cases, a404

common practice is to use the Wilcoxon Signed Rank test (Wilcoxon, 1945) as405

an alternative to the dependent samples t-test. In our decision rule, we used a406

significance value of α = 0.05, i.e., if p ≤ 0.05, the groups differ significantly,407

and the device makes a difference in the conversation viewed from the tourist’s408

perspective. Table 2 shows the results of applying this test to each element409
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of the conversation scored by the participants. These results show that there410

are no differences in the satisfaction of the conversation, as perceived by the411

tourists, for the cases when the tourist guide was wearing the SAA or not. One412

explanation for this finding could be the fact that most of the sighted people are413

not familiar interacting with blind persons and do not know what to expect from414

such a conversation. These results may not be surprising due to the positive415

evaluation from most of the participants, leading to accept the null hypothesis416

that there are no differences between the means of the two groups.417

Table 2: Wilcoxon Signed Rank Test results. It is shown that there are no differences in the

satisfaction of the conversation, as perceived by the tourists, for the cases where the tourist

guide was wearing the SAA or not.

Warmness FriendlinessCloseness Pleasant Satisfaction Sociability Attentiveness Interest

V 244 130 200 72 97 239 141 213

p 0.56 0.81 0.49 0.55 0.94 0.41 0.93 0.33

To infer whether there is a subset of predictors which best distinguishes418

between a good evaluation of the conversation and a bad one, we performed419

an analysis of feature importance using the Boruta algorithm. In Figure 6, we420

summarize the results. There the red and green boxplots represent importance421

scores of rejected and confirmed attributes, respectively.422

The features found relevant are interest, warmness, closeness and tourist’s423

satisfaction with a mean importance of 11.32, 6.94, 5.19 and 4.37 respectively.424

This value corresponds to the Z-score, which for a given variable is the difference425

between the mean decrease in accuracy divided by the standard deviation of426

the loss. The Boruta algorithm estimated an accuracy of 0.68 in assessing427

satisfaction in the conversation using these four factors alone.428

Our results rely on the use of the Boruta algorithm. It may be interesting to429

explore other feature selection and classification techniques, e.g., deep learning,430

to corroborate our inferences.431
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1. Tourist Guide’s

Perception of

Tourist Satis-

faction

2. Conversation

3. Tourist Guide’s

Satisfaction

4. Condition

5. Pleasant

6. Satisfaction

7. Friendliness

8. Attentiveness

9. Sociability

10. Tourist’s Per-

ception of

Tourist Guide’s

Satisfaction

11. Tourist’s Satis-

faction

12. Closeness

13. Warmness

14. Interest

Figure 6: Relevant Feature Selection. Out of the written questionnaire, we selected the answers

more relevant to predict the satisfaction in the conversation using the Boruta algorithm. In

this illustration, relevant (Tourist’s Satisfaction, Closeness, Warmness and Interest) features

are above the horizontal line.

5.3. Post-Experiment Interview432

Once the conversation between the tourist and tourist guide ended, we in-433

terviewed the tourist guides to collect their general appreciation of the SAA’s434

usefulness. This interview focused on identifying positive and negative aspects435

of the SAA, with the purpose of enhancing and improving their functionality in436

future versions.437

On the upside, seven out of eight tourist guides found the SAA useful to re-438

inforce their auditive information, which increases their confidence and comfort439

during the conversation by confirming that the interlocutor was paying atten-440

tion to the conversation. For instance, one blind participant said: "I liked it R4.09R4.09441

because the feedback it provides, reaffirms what I’ve heard in the conversation." R4.05R4.05442

Overall, they seemed excited about using the SAA in their daily life for longer443

periods of time (days, weeks). The possibility to use it outdoors has been well444

received.445

On the downside, a single tourist guide commented us that the vibratory R4.01R4.01446

belt was a molesting factor, as he perceived its vibrations as disturbing. In447
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future research, we will explore the mechanisms under which a blind user could448

recognize the haptic feedback more naturally, perhaps with focused training as449

Buimer et al. (2018) demonstrates. Another aspect worth mentioning is that450

to run correctly, the SAA requires the tourist guide to face the tourist. If this451

is not the case, the SAA will not have the visual information it requires. In our452

experiments, before the interaction started, we explicitly instructed the tourist R4.01aR4.01a453

guides to adjust their pose to this situation. R4.05R4.05454

Despite these comments, the tourist guides identified application areas they455

would like to see included in future versions of the SAA. The list of recommenda-456

tions includes: the recognition of facial expressions (not only facial emotions but457

also communicative gestures, such as thinking, smiling, interested, concerned); a458

description of the interlocutor’s appearance (what he/she wears and how she/he459

is dressed); information about the distance to the interlocutor; an early warn-460

ing signal activated when a person is nearby. Additionally, the interviewees461

also mentioned other desired functionalities. Although these functionalities are462

not related to social interaction, they are mentioned here for the sake of com-463

pleteness. These include: a description of the scene for travel assistance (i.e.,464

when they have reached a corner, a crossroads, a street sign, an information465

panel); support in finding objects; support to locate and identify products in466

the supermarket, etc.467

Additionally, some tourist guides expressed they felt the need to have more468

control on the SAA. The current version was designed as a prototype and in-469

cluded mainly functional aspects. New releases of the SAA should consider user470

studies to improve its design.471

5.4. Discussion472

It has long been observed that head gestures, such as nodding, increase the473

opportunities for a person to be liked (McGovern et al., 1979; Gifford et al.,474

1985), while the occurrence of mirroring is an early predictor of acceptance475

(Van Baaren et al., 2003; Guéguen et al., 2009; Jacob et al., 2011; Farley, 2014).476

Our results show that it is possible to predict whether the visually impaired477
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person is using the SAA, based on the measurements obtained by the computer478

vision system, and the satisfaction in the conversation, based on the written479

questionnaire. Indeed, the level of performance achieved by our predictors is480

significative in the context of the social sciences studies (Jayles et al., 2017).481

In general, the written evaluation of the participants tends to be high. It482

seems that for tourist guides the SAA was useful to confirm their auditive per-483

ception. Sighted people usually have additional information cues (e.g. face and484

hand gestures, body postures, etc.) that help them to evaluate elements of a485

conversation which are not available for the blind people. Hence, since the SAA486

provided extra information about head gestures, some tourist guides expressed487

increased confidence to interact with sighted people. Indeed, they found that488

the SAA’s feedback allowed them to assess better whether the interlocutor was489

attentive to the conversation, a piece of knowledge that is not trivial for them490

to obtain. For example, a blind person declared that the SAA could be used491

as a re-training tool for individuals with visual impairments to move their face492

towards their interlocutor, as, lacking the practice, one can lose this gesture493

(Deville et al., 2008).494

As some research notices (Turkle, 2015), face to face communication is495

essential to improve social interaction and is critical for the development of496

empathy. Hence, by losing the habit of looking for the face of their interlocutor,497

blind people may be downplaying their social interaction and contributing to498

increasing their isolation and low self-esteem. In another interview, a blind499

person declared that individuals with visual impairments could find the SAA500

useful for their communication with speech-impaired people. This statement501

highlights the importance of developing assistive technology centered in the502

users as it is easy to overlook their needs.503

In the case of the tourists, their high evaluation for the conversation seems504

to be explained mainly by the novel experience it represents for a sighted person505

to interact with a visually impaired one. Therefore, some benefits resulting from506

wearing the SAA may have been eclipsed by this positive excitement.507

Some of the participants reported that, at first use, the SAA can be a dis-508
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tractor that affects the natural flow of conversation. This effect stresses out the509

importance of providing enough time to overcome the initial distraction and to510

adapt to the new stimuli. In turn, this training will help users to integrate the511

new information to their communicative abilities in the middle of an intense512

internal process to which they are trying to adapt (Lun Khoo et al., 2013).513

Conclusion514

This paper introduces a wearable assistant for blind users to support their515

social interaction. The SAA developed is capable of automatically recognizing516

head-noddings and to incite mirroring events using visual information obtained517

from cameras and providing haptic feedback to the blind user. With the infer-518

ence of satisfaction derived from the qualitative evaluation of the interviews as519

ground truth, we showed that our computer vision algorithms are capable of520

recognizing whether the SAA was being used during conversations and whether521

the blind’s interlocutors were satisfied with the conversation using the quantita-522

tive evaluation of predictors such as warmness, closeness, interest and tourist’s523

satisfaction.524

In the future, our research will focus on the face-to-face communication525

between a blind person and a person with whom he/she shares an intimate bond:526

either a relative or a close friend. In this case, we expect that the sighted person527

will notice a difference in the communication when the blind person wears the528

SAA. Another research direction is to test our SAA in a multi-party setting.529

Nevertheless, in this case, the attention could shift from one person to the530

other, depending on the conversation dynamics. However, the same procedure531

described in this paper should be applied in this case, too, since in general only532

one-to-one conversations are possible at any given moment. Additionally, we are R4.02R4.02533

planning to extend our system in a variety of forms which include the recognition534

of additional human gestures and the incorporation of a better feedback system.535

For the development of assistive technology for the visually impaired, the major536

challenge seems to be the former given the reduction in information bandwidth537
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from the visual channel to the haptic one. Our selection of nodding as the only538

visual gesture aims to help us to achieve insight into the problems of providing539

feedback to the visually impaired. Recent research may guide the development540

of future feedback systems exploring the limits of haptic discrimination and the541

combined use of haptics and audio feedback.542
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